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Abstract. The communication layer of modern HPC platforms is get-
ting increasingly heterogeneous and hierarchical. As a result, even on
platforms with homogeneous processors, the communication cost of many
parallel applications will significantly vary depending on the mapping
of their processes to the processors of the platform. The optimal map-
ping, minimizing the communication cost of the application, will strongly
depend on the network structure and performance as well as the log-
ical communication flow of the application. In our previous work, we
proposed a general approach and two approximate heuristic algorithms
aimed at minimization of the communication cost of data parallel appli-
cations which have two-dimensional symmetric communication pattern
on heterogeneous hierarchical networks, and tested these algorithms in
the context of the parallel matrix multiplication application. In this
paper, we develop a new algorithm that is built on top of one of these
heuristic approaches in the context of a real-life application, MPDATA,
which is one of the major parts of the EULAG geophysical model. We
carefully study the communication flow of MPDATA and discover that
even under the assumption of a perfectly homogeneous communication
network, the logical communication links of this application will have dif-
ferent bandwidths, which makes the optimization of its communication
cost particularly challenging. We propose a new algorithm that is based
on cost functions of one of our general heuristic algorithms and apply it to
optimization of the communication cost of MPDATA, which has asym-
metric heterogeneous communication pattern. We also present experi-
mental results demonstrating performance gains due to this optimization.
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1 Introduction

Modern high performance computing (HPC) platforms are becoming increas-
ingly complex, heterogeneous and hierarchical. Heterogeneity appears not only
in the computing devices but also in networks. Even with homogeneous proces-
sors, efficient execution of data-parallel applications is a big challenge due to
ever increasing heterogeneity and complexity of the underlying networks. Opti-
mization of data-parallel applications on such platforms is typically achieved by
minimizing the cost of data movement between the processors. In this work,
we consider the network heterogeneity rather than the processor heterogeneity.
Thus, the target platform comprises homogeneous processors connected with
a heterogeneous network. Assuming that the workload is balanced among the
processors, we propose a mapping approach that optimizes the overall communi-
cation performance of a parallel computational fluid dynamics (CFD) application
on such a platform.

We target HPC platforms with heterogeneous networks having two levels of
hierarchy, such as interconnected compute nodes and clusters. These networks
are very common in the computing world. Popular examples include Grid and
Cloud infrastructures. Even supercomputers with thousand of nodes are also
examples of heterogeneous network where the communication cost is different
on different hierarchical levels e.g. intra-node vs inter-node communication. In
data-intensive parallel applications, data transfer between different hierarchi-
cal levels is a primary cause of the execution delay. Application scalability has
been highly hampered from this data transfer communication overhead. Com-
munication cost can significantly vary depending on mapping of the application
processes to the processors of the platform, and the optimal solution minimizing
the communication cost strongly depends both on the structure and perfor-
mance characteristics of the network and on the logical communication flow of
the application. In our previous work [1], we proposed a general approach and
two heuristic algorithms aimed at minimization of the communication cost of
data parallel applications which have symmetrical two-dimensional communica-
tion pattern on heterogeneous hierarchical networks, and tested these algorithms
in the context of the parallel matrix multiplication application. In this work, we
propose a new algorithm that is built on top of cost functions and heuristics of
one of our previously proposed algorithms. This algorithm reduces overall mes-
sage hops and increases data throughput for a wider range of applications, and
we apply it to a real-life CFD application.

The CFD application we consider in this work is the multidimensional pos-
itive definite advection transport algorithm (MPDATA), which is one of the
major parts of the dynamic core of the EULAG geophysical model [2,3]. This
geophysical model can be used for simulating thermo-fluid flows across a wide
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range of scales and physical scenarios, including the numerical weather pre-
diction. The MPDATA belongs to the group of non-oscillatory forward-in-time
algorithms, and performs a sequence of stencil computations. The original ver-
sion of MPDATA has been implemented in FORTRAN 77 and parallelized using
MPI library. In our previous work [4] we proposed to rewrite the MPDATA code
and replace conventional HPC systems with modern homogeneous and heteroge-
neous multi- and many-core based platforms. In particular, we have successfully
developed a new version of MPDATA that allowed us to much better exploit
the available computational features of novel processors and Intel Xeon Phi
coprocessors.

However, the communication cost of MPDATA on modern HPC clusters has
not been properly optimized. The current approach to mapping of the parti-
tions of the MPDATA computational domain onto computing resources take
into account neither the actual properties of the MPDATA communication flow
nor the heterogeneity, hierarchy and performance of the communication network.

In this work, we first study and analyse the communication pattern of the
MPDATA application. The analysis reveals that MPDATA is very sensitive to
the choice of logical topology of processes as the cost per byte of horizontal com-
munications is higher than that of vertical communications even for homoge-
neous communication networks. This property of MPDATA further complicates
the task of partitioning of the MPDATA computational domain and mapping of
the sub-domains to the processors in a way that minimizes the cost of commu-
nications between different levels of the network hierarchy. In general, finding
the optimal arrangement of processors in a 2-D grid is an NP-complete combi-
natorial optimization problem [5] but it can be approximately solved by using
heuristics [6]. For MPDATA, we propose a new heuristic algorithm based on
one of our general heuristic approach presented in [1] and apply it to optimiza-
tion of the communication cost of MPDATA. This algorithm is non-intrusive
to the source code of the application and, compared to [1], is not application
specific. Our previous algorithms deal with two-dimensional symmetric commu-
nication patterns that is why we tested these algorithms in the context of the
parallel matrix multiplication application. With this new algorithm, any data-
parallel application with two-dimensional homogeneous computational domain
and asymmetric heterogeneous communication pattern can benefit. We demon-
strate the accuracy and efficiency of the proposed solution using experiments on
two-level hierarchical networks, namely, interconnected nodes (intra- and inter-
node communication levels) and interconnected clusters (intra- and inter-cluster
communication levels).

The rest of the paper is organized as follows. In Sect. 2, we introduce
MPDATA and overview existing approaches to topology-aware optimization of
communications for MPI applications. In Sect. 3, we analyze the communication
pattern of MPDATA and describe its implementation in a cluster environment.
In Sect. 4, we present the proposed approach to finding the optimal configuration
of MPDATA. In Sect. 5, we give experimental results demonstrating performance
gains due to this optimization.
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2 Related Work

In this section, we describe MPDATA and its modifications over time. We also
overview related work on topology-aware optimization of communications.

2.1 MPDATA

The MPDATA application is used to solve the advection equation on a mov-
ing grid according to the subsequent time steps [7]. This real-life application
offers several advanced options that allow for modeling a wide range of complex
geophysical flows. Depending on the type of modeled phenomena, this appli-
cation can demand a high computing performance of HPC clusters. Therefore,
the configurable code of MPDATA was developed and delivered over the years
[2,7,8]. This code was implemented in FORTRAN 77 and parallelized using MPI
library, however, without taking into account of the features of todays computing
architectures.

The MPI parallelization of the MPDATA computations on x86-based clus-
ters as a part of the EULAG model was thoroughly studied in [8], using tens
of thousands of cores, or even more than 100 K cores in the case of IBM Blue
Gene/Q. The parallelization strategy of this implementation is based on 3D
domain decomposition, and executes computations according to the distributed
memory model where each core is assigned to a single MPI rank. This approach
ignores the advantages of shared memory systems available in modern multi-
core platforms. Moreover, it also does not take into account the network-aware
partitioning of communications across computing resources.

The MPDATA code has been recently re-written and optimized for execu-
tion on modern CPU and Intel co-processors based high-performance computing
platforms. The new C++ implementation proposed in [4] allows for more effi-
cient distribution of computational tasks on the available resources. It makes
use of the (3+1)D decomposition strategy for the stencils computation, that
transfers the data traffic from the main memory to cache hierarchy by proper
reusing of the cache memory. Additionally, to improve the computational effi-
ciency the algorithm groups the cores (threads) into independent work teams in
order to reduce inter-cache communication overheads due to the communications
between neighbouring threads/cores, and synchronizations.

2.2 Communication Optimization for Parallel Applications

Communication optimization is a very broad field that comprises a number of
different approaches. The goal of all such optimization approaches is to reduce
the overall runtime of the communication operations. Communication optimiza-
tion on heterogeneous HPC platform is comprehensively covered in [9], where
all the existing approaches were classified as performance or topology-aware.
The increasing complexity of HPC platforms has made topology awareness a
critical component of HPC application optimization. A number of topology-
aware approaches have been proposed in [10,11]. The main idea behind the
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topology-aware optimizations is to reduce communication traffic and contention
by taking into account the network topology so that most of the communi-
cation occurs between nearby processors. Whereas, in performance-aware opti-
mizations, network properties are reconstructed with performance measurements
by using communication benchmarks. This approach is used in the absence of
topology information.

Topology information has been used in developing a number of topology-
aware implementations of MPI collectives for optimal scheduling of messages on
heterogeneous HPC platforms [12–15]. In [12], the optimization of the MPICH
broadcast algorithm was proposed for efficient execution of broadcast on inter-
connected clusters. Interconnected clusters are presented as two-level communi-
cation graphs, inter- and intra-cluster ones. Clusters communicate via selected
nodes, coordinators, which form the inter-cluster communicator. Within a clus-
ter all nodes communicate with the cluster coordinator, forming the intra-cluster
communicator. This topology-aware implementation of broadcast algorithm aims
to minimize the amount of data sent over the slow wide-area links and results
in significant improvement.

Further performance improvement is realized in [13] and [16], where collec-
tive operations were optimized by adopting multilevel hierarchical heterogeneous
networks and Grid. Pipelining and offloading techniques were used to overlap
the inter- and intra-node communications in multi-core clusters. [11] has shown
that topology-aware collectives can be used to reduce the communication cost
on homogeneous supercomputers which have complex network topologies, like
BlueGene and Cray.

Many existing MPI applications can be executed efficiently on hierarchical
heterogeneous HPC platforms by using topology-aware collectives and does not
require to modify application source code. However, it is applicable to collective
operations only and does not affect the applications that are based on point-to-
point exchanges. In this case, the communication cost can be reduced by placing
frequently communicating tasks on physically nearby processors. This closeness
is application-specific and depends on the logical communication flow of the
application.

In [10,17], the problem of topology-aware optimization of point-to-point com-
munications is solved by introducing a graph, which represents the logical com-
munication flow of the application and is mapped onto the network topology.
[17] applied this approach to the mesh and graph virtual MPI topologies and
SMP clusters. In [10], it was applied to the mesh topology on BlueGene/L.

3 MPDATA on Clusters

One of the common methods for exploiting the multicore clusters is to employ
the hybrid programming model, that allows for efficient usage of the distributed
and shared memory hierarchies of these systems. This implies to combine dif-
ferent programming paradigms, such as MPI and OpenMP. Such a mixture is
successfully utilized for the MPDATA computation, where a single MPI rank is
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Fig. 1. Data flow between nodes for the MPDATA application: (a) 2D domain decom-
position between computing nodes: nij , nij+1, ..., (b) the communication pattern for
the horizontal direction, (c) the communication pattern for the vertical direction

assigned to every multicore node while OpenMP threads are employed to utilize
the multicore computational resources.

The 3D n×m× l MPDATA domain is firstly partitioned in two dimensions n
and m into equal sub-domains that are further one-to-one mapped to adequate
nodes of the homogeneous clusters. Every sub-domain of size nB × mB × l is
decomposed according to the (3+1)D decomposition proposed in our previous
works [4]. This strategy contributes to ease the main-memory and communica-
tions bounds, that characterize MPDATA, and to better exploit modern com-
putational resources such as cores and vector units.

Since the (3+1)D strategy allows for independent calculation of every sub-
domain for a single time step, the inter-node communications and synchroniza-
tion points have to take place only between subsequent time steps in order to
exchange the required partial outcomes. The exchanged data corresponds to
the halo regions determined by data dependencies of MPDATA computations.
These regions take place on the border of the MPDATA domain partitioning.
As a result, the data traffic is generated only between nodes that are mapped
onto adjacent sub-domains in both directions: vertical and horizontal. Figure 1
illustrates the data flow between nodes of MPDATA application.

After every time step each node has to send/receive in horizontal direction
the adequate halo regions to/from adjacent nodes placed on the left and right
sides (Fig. 1b). Since the necessary halo regions for this direction are periodically
placed in the main memory, each node exchanges nB data bar of size 1×jhalo×
l to the left node, and to the right one. Then, the same node is responsible
for sending/receiving in vertical direction the adequate halo regions to/from
adjacent nodes placed on the top and bottom sides (Fig. 1c). Transferred data
in this communication path is placed in the contiguous memory areas, thus this
node moves the data slices of size ihalo× (jhalo+mB + jhalo) × l to/from the
top and bottom nodes.
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4 Communication-Optimal Mapping Arrangement
for MPDATA

In this section, we first propose an extension of the network-bandwidth-based
cost function [1] to accurately measure the communication cost of the MPDATA
application. Then we formulate the heuristic solution that efficiently constructs
a near-optimal arrangement for MPDATA based on the extended cost func-
tion by using information about network topology and the application commu-
nication flow. This heuristic solution reduces the search space of sub-domain
arrangements and finds the one that minimizes the communication cost of the
MPDATA.

4.1 Cost Function Based on Asymmetric Bandwidth

In our previous work [1], we defined the cost function based on network band-
width. The main idea was to estimate the communication cost accurately by
using information about the network topology and the application communi-
cation flow. That cost function proved to work well with applications having
symmetric communication patterns. However, MPDATA has asymmetric com-
munication behavior, namely, even in the case of a homogeneous communication
layer the effective bandwidth of horizontal communications is higher than that of
the vertical ones. One of the reasons behind this phenomenon is that data com-
municated vertically is stored in a contiguous region of memory while the data
communicated horizontally is not. As a result, this cost function fails to accu-
rately characterize the communication cost of MPDATA. Therefore, we propose
to extend this bandwidth-based cost function to account for applications with
asymmetric communication patterns. The proposed extension characterizes the
communication time, using the asymmetric bandwidths properties. We call it a
cost function based on asymmetric bandwidth in the rest of the paper. The func-
tion takes into account two bandwidth values, one for horizontal communication
and the other is for vertical one. The problem of finding the communication-
optimal arrangement can be formulated as minimization of the sum of the hori-
zontal and vertical communication costs.

Assuming that the data is equally partitioned among the processors, so that
the size of each sub-domain is same, we define the asymmetric cost function for
horizontal communication as follows:

costH =
r∑

i=1

⎛

⎝h ×
c∑

j=1

1
bH(Qij , Qi,(j+1)%c)

⎞

⎠ , (1)

where i iterates over the rows and j iterates over the partitioned sub-domains in
each row. h is the height of a row (in bytes) that is same for each row because data
is equally partitioned. Function bH(X,Y ) returns the horizontal bandwidth (in
bytes per second) between processors X and Y , and Qij designates the processor
holding the j-th sub-domain in row i. Thus, this cost function estimates the
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communication time in seconds. The inner sum represents sending a part of
the pivot column in a row. The outer sum represents the upper bound on the
communication time required to send the whole pivot column to all rows. We use
the upper bound because the bandwidth of some links may be divided between
multiple communications corresponding to different rows.

We define the asymmetric cost function for vertical communication in a sim-
ilar way:

costV =
c∑

j=1

(
w ×

r∑

i=1

1
bV (Qij , Qi,(j+1)%r

)
, (2)

Here j iterates over the columns, and i iterates over the partitioned sub-domains
in each column. w is the width of a column (in bytes) that is same for each col-
umn because data is equally partitioned. Function bV (X,Y ) returns the vertical
bandwidth (in bytes per second) between processors X and Y .

The communication cost associated with arrangement A is represented by
two values (costH(A), costV (A)). The problem of finding the communication-
optimal arrangement can be formulated as minimization of their sum:

costH(A) + costV (A) → min . (3)

4.2 Heuristic Based on Asymmetric Bandwidth Cost Function

The heuristic algorithm using the asymmetric bandwidth cost function for esti-
mating the volume of communications is built on top of the bandwidth-based
heuristic presented in [1]. It assumes that the target platform consists of p
interconnected homogeneous processors. The processors are naturally parti-
tioned into a number of groups based on their communication proximity, which
reflects the two-level hierarchy of the communication layer. If processors x0,
x1, y0 and y1 belong to the same group then bH(x0, y0) = bH(x1, y1) and
bV (x0, y0) = bV (x1, y1).

The algorithm starts with any initial arrangement P1, P2, . . . , Pp of the
processors such that processors from the same group will follow one other in
this linear arrangement. Note, the orders naturally determined by application
configuration files typically satisfy this assumption. Alternatively, a simple clus-
tering algorithm guided by functions bH(x, y) and bV (x, y) can be applied to
re-order the original arrangement if it does not satisfy this assumption.

The algorithm then repeatedly executes the following two steps. The first
step finds the optimal two-dimensional arrangement of the processors, m × n,
which preserves their linear order as follows. For each factor pair r × c = p,
the processors are arranged column-wise and row-wise into r rows and c
columns forming arrangement A. The cost of these arrangements are esti-
mated as cost(P1, . . . , Pp, r, c) = costH(A) + costV (A), and the optimal pair
m × n is found as the one that minimizes this cost, cost(P1, . . . , Pp,m, n) =
min
r,c

cost(P1, . . . , Pp, r, c).
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The second step applies the bandwidth-based algorithm from [1] slightly
modified by the use of the asymmetric cost function to this 2D arrangement.
This step may changes the linear order of the processors within the arrangement
in order to reduce its communication cost while preserving the shape of the
arrangement, m × n. The reordering is guided by the 2D partitioning of the
computational domain induced by the 2D processor arrangement and uses the
fact that within each column of the domain, sub-domains held by processors
from the same group will also make a group of adjacent sub-domains. In brief,
we first try permutations of the groups in the first column and pick the one
that minimizes the vertical communication cost for this column. Then, for each
following column k = 2, . . . , n, we try permutations of the groups in this column
and pick the one that minimizes the sum of vertical and horizontal costs for first
k columns. This guarantees that while improving communications horizontally,
we will not deteriorate the vertical routes. Permutation of groups rather than
individual processors in a column will significantly reduce the solution space that
otherwise would be p!. Finally, we try all permutations of whole columns and
pick the one that minimizes the sum of horizontal and vertical communication
costs for the whole domain.

This step can change our original linear arrangement of the processors. If this
is the case, we will feed the new arrangement to the first step of next iteration
of our heuristic algorithm that will find the optimal m× n arrangement for this
new order. Then, this 2D arrangement will be re-arranged by the second step
of this iteration. This procedure continues until we find a fixed point of the
transformation performed by one iteration of the algorithm.

The presented iterative algorithm does not require to run the application
or any benchmarks to compare the communication cost of the application for
different arrangements. Instead, it uses information about the network topology
and the application communication flow. This heuristic is efficient for applica-
tions having 2D communication pattern on heterogeneous networks. Not only it
reduces unnecessary exchanges between the sub-networks but also employs the
fastest routes between them.

5 Experimental Results

In this section, we demonstrate that the communication performance of
MPDATA can be significantly improved due to optimization proposed by the
asymmetric bandwidth heuristic not only for heterogeneous but also for a per-
fectly homogeneous communication network.

We perform experiments on the Grid’5000 infrastructure, which is a large
scale distributed platform. It consists of a number of clusters distributed between
10 sites in France and connected via the Renater network. Each site hosts several
clusters of identical nodes. For our experiments, we choose two clusters, Grisou
and Grimoire, from the Nancy site and the other two, Paravance and Parasilo,
from the Rennes site. All clusters have identical Intel Xeon E5-2630 v3 processors
with 8 cores per node. To demonstrate performance gains, we first perform two
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types of experiments on interconnected clusters. These interconnected clusters
form a two-level hierarchy, with very heterogeneous inter-cluster links. Then, we
conduct experiments on a single fully homogeneous cluster, with homogeneous
processors and a homogeneous communication network. We have a priori infor-
mation about the network topology and asymmetric bandwidths of MPDATA.
We have tried ten different initial mappings as an input and our experiment
shows that all of these mappings converges to the optimal solutions have same
communication cost after applying asymmetric bandwidth heuristic. It has been
noted that there is more than one optimal solutions exist. However, the com-
munication cost and execution time of all optimal solutions are same. To make
sure the experimental results are reliable, the application is repeatedly executed
until the sample mean lies in the 95% confidence interval and a precision of 0.025
(2.5%) has been achieved and results follows the normal distribution. We also
make sure the nodes are fully reserved and dedicated to our experiments.

5.1 Inter-cluster Experiments

In these experiments, we use four clusters with 12 nodes in total: Grimoire(3),
Parasilo(4), Grisou(2), Paravance(3). We spawn one MPI process per node.
Because logical communication links of MPDATA has different bandwidths, we
have two bandwidth values for each link. Horizontal and vertical bandwidths are
shown in Table 1. MPDATA is configured with problem size 512 × 512 × 64.

Table 1. Horizontal/Vertical bandwidths of communicating links(GB/sec)

Grimoire Parasilo Grisou Paravance

Grimoire 0.03963/0.48068 0.00007/0.00056 0.03889/0.49341 0.00007/0.00056

Parasilo 0.00007/0.00056 0.03876/0.48858 0.00007/0.00056 0.03732/0.45943

Grisou 0.03889/0.49341 0.00007/0.00056 0.03834/0.48916 0.00007/0.00056

Paravance 0.00007/0.00056 0.03732/0.45943 0.00007/0.00056 0.03920/0.46808

0 100 200 300 400 500
0

100

200

300

400

500

Non-optimal Mapping

0 100 200 300 400 500
0

100

200

300

400

500

Mapping found by Asymmetric Bandwidth Heuristic

Grimoire
Parasilo
Grisou
Paravance

Fig. 2. One of the non-optimal mappings and the mapping returned by the asymmetric
bandwidth heuristic for the heterogeneous platform.
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Table 2. Inter-cluster experimental results

Nodes Cost Ratio Exec. time (sec) Ratio

Non-optimal Heuristic Non-optimal Heuristic

12 22424946 2143978 10.46 994.02 154.20 6.44

Figure 2 shows one of the considered default initial mappings and the opti-
mal mapping found by the asymmetric bandwidth heuristic. Table 2 shows the
communication cost of these mappings, calculated using the cost function, and
the measured total execution time of MPDATA. To find the optimal mapping,
the asymmetric bandwidth heuristic took 1.130000e-03 s. The mapping found
by the asymmetric bandwidth heuristic is more then 6 times faster then the
non-optimal case mapping.

5.2 Intra-cluster Experiments

We also perform experiments on a homogeneous multi-core cluster to check the
effect of asymmetric bandwidth of MPDATA on the communication performance
with a perfectly homogeneous network. We use 12 nodes from the Grisou cluster.
MPDATA is configured with problem size 512 × 512 × 64.

Figure 3 shows one of the non-optimal mappings and the mapping returned by
the asymmetric bandwidth heuristic. Table 3 shows the calculated communica-
tion cost of both mappings and the measured total execution time of MPDATA.
The mapping found by the asymmetric bandwidth heuristic is 3 times faster then
the non-optimal mapping. Asymmetric bandwidth heuristic took 3.730000e-04 s
to find this optimal mapping.

Non-optimal Mapping

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P12

Mapping found by Asymmetric bandwidth Heuristic

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P12

Fig. 3. One of the non-optimal mappings and the mapping returned by the asymmetric
bandwidth heuristic for the fully homogeneous platform.
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Table 3. Intra-cluster experimental results

Nodes Cost Ratio Exec. time (sec) Ratio

Non-optimal Heuristic Non-optimal Heuristic

12 65658 18535 3.5 3.86 1.32 3.0

6 Conclusions

In this paper, we have applied an approach aimed to minimize the commu-
nication cost of a parallel CFD application using information about the net-
work topology/performance and application communication flow. We have also
demonstrated that the proposed solution provides significant performance gains.
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