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This paper investigates the exploitation of heterogeneous DVFS (dynamic voltage frequency scaling) 
control for improving the energy efficiency of data-parallel applications on ccNUMA shared-memory 
systems. We propose to adjust the clock frequency individually for the appropriately selected groups 
of cores, taking into account the diversified costs of parallel computation. This paper aims to evaluate 
the proposed approach using two different data-parallel applications: solving the 3D diffusion problem, 
and MPDATA fluid dynamics application. As a result, we observe the energy-savings gains of up to 20 
percentage points over the traditional homogeneous frequency scaling approach on the server with two 
18-core Intel Xeon Gold 6240. Additionally, we confirm the effectiveness of our strategy using two 64-
core AMD EPYC 7773X. This paper also introduces two pruning algorithms that help select the optimal 
heterogeneous DVFS setups taking into account the energy or performance profile of studied applications. 
Finally, the cost and efficiency of developed algorithms are verified and compared experimentally against 
the brute-force search.

© 2023 Elsevier Inc. All rights reserved.
1. Introduction

Energy efficiency has become an essential factor in the high-
performance computing (HPC) race towards Exascale [22]. Publish-
ing the Green500 rank that includes the power efficiency metric 
expressed in the number of FLOPS per Watt together with the 
TOP500 list confirms the importance of this aspect in the architec-
ture of modern HPC systems. The scientific community is attempt-
ing to address this challenge in different ways on both hardware 
and software levels [13].

Dynamic voltage and frequency scaling (DVFS) is a commonly 
accepted technique provided at the hardware level [25]. It is 
known [16] as an efficient way to save energy for memory-bound 
codes. Using DVFS permits lowering the voltage/frequency at the 
cost of potentially longer runtime [6].

Different granularity levels of DVFS are possible for shared-
memory multicore processors [20]: (i) when the frequency is 
changed per chip, (ii) cluster-level DVFS assuming multiple on-chip 
voltage regulators handling a set of DVFS domains, and (iii) per-
core DVFS with an individual regulator for every core. The per-core 
frequency management is provided in more recent Intel CPUs (with 
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the Haswell architecture and later) by fixing the minimum and 
maximum frequencies for a given core [37]. While the first level 
corresponds to homogeneous voltage frequency scaling over the 
processor, the remaining two levels refer to heterogeneous scaling. 
Compared with the per-chip approach, controlling the voltage at 
the core- or cluster-level can allow [3] to yield the most perfor-
mance out of the system.

The popular parallel decomposition strategy is data parallelism 
[29], by which an application’s data domain is divided into as 
many data partitions as threads performing the computation. In 
the data-parallel model, tasks are assigned to threads, and ev-
ery task performs similar types of operations on different data. 
Typically, data-parallel programs contain a loop body executed on 
different parts of the input data.

Data-parallel codes are gaining in importance, are becoming 
more diverse, and require increased hardware performance while 
keeping energy consumption to a minimum. In our previous pa-
pers, we studied the usability of the DVFS technique to counterbal-
ance energy savings with acceptable performance losses for such 
data-parallel algorithms and applications as 3D MPDATA (Multi-
dimensional Positive Definite Advection Transport Algorithm) for 
solving computational fluid dynamics (CFD) problems [26,35], and 
conjugate gradient solver [27].

A further example of utilizing DVFS for data-parallel computa-
tion is investigated in work [8], which studies the relationship be-
tween task scheduling and energy constraints for stencil comput-
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ing, a class of memory-bound applications that are widely found in 
scientific computing. This work and our previous papers utilize ho-
mogeneous DVFS for multicore processors, alternatively supported 
by concurrency throttling. This approach seems to be a realistic 
option for homogeneous multicore, and regular data-parallel appli-
cations that feature a consistent behavior when all cores or threads 
perform a similar type of work [3].

Commonly, the usage of heterogeneous DVFS in homogeneous 
multicore processors is justified [3] for irregular or unstructured 
applications where all cores can perform different kinds of work 
at a given time. On the contrary, this paper investigates the advan-
tages of the heterogeneous DVFS control to improve the energy-
performance behavior of regular data-parallel applications on ho-
mogeneous multicore CPU platforms with shared memory, includ-
ing ccNUMA (cache-coherent non-uniform memory access) sys-
tems. The justification for these advantages lies in the evolving 
relationship between the sizes of applications (corresponding to 
sizes of data sets) and the growing variety of the number of cores. 
The consequence is the thread divergence within threads of an ap-
plication causing deterioration of energy efficiency.

The heterogeneous voltage frequency scaling for data-parallel 
applications running on multicore systems was for the first time 
proposed in our previous work [5]. In that work, we introduced an 
energy-based pruning algorithm for selecting heterogeneous DVFS 
configurations and confirmed its effectiveness by testing it using 
the 3D diffusion problem as a use case.

This paper expands the research by considering another use 
case of regular data-parallel application – the 3D MPDATA code 
from the CFD area. Both applications represent a broad group 
of iterative stencil-based codes. In this work, we also propose a 
new algorithm that avoids measuring energy consumption – it is 
enough to measure the execution time only. As a result, both pro-
posed algorithms for selecting heterogeneous DVFS configurations 
are validated using two different data-parallel codes. In addition, 
apart from considering 18-core Intel Xeon Gold 6240 CPUs (Cas-
cade Lake architecture), we confirm the efficiency of our approach 
for the latest 64-core AMD EPYC 7773X CPUs (Milan-X architec-
ture).

The material of this paper is organized as follows. Section 2
provides an overview of related work, while Section 3 presents 
the basics of our approach, including two use cases of applica-
tions studied in the article and a description of a target computing 
platform. A detailed motivation for this research and the problem 
statement is the topic of Section 4. A brute-force search and two 
pruning algorithms for selecting heterogeneous DVFS settings are 
proposed in Section 5 and Section 6, respectively. The experimental 
evaluation of the proposed algorithms is the subject of Section 7. 
Finally, Section 8 shows the results for AMD EPYC CPUs, while Sec-
tion 9 presents conclusions.

2. Related works

The energy efficiency of HPC parallel workloads has recently 
become a focus of attention [18,21]. Besides the trend of en-
ergy reduction achieved through re-engineering hardware, there is 
another one with significant potential for energy savings that is 
implemented by transforming and completely rethinking the algo-
rithms and software developed for HPC platforms [12].

The solutions from the second category focus largely on opti-
mizing applications with carefully analyzing the trade-off between 
time and power/energy consumption [11,40]. These solutions use 
application-level models to predict performance and energy con-
sumption. Similarly to our study, a lot of research efforts aim to 
advance the state-of-the-art in power-aware computing [17], fo-
cusing on different aspects of the field.
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A common technique applied is DVFS which allows the hard-
ware to lower the operational voltage and frequency and gives the 
possibility to optimize the energy efficiency when CPU (or GPU) 
cycles are typically being wasted since they are stalled on memory 
resources [16]. Many of the past research uses chip-level (or homo-
geneous) DVFS to do energy and power optimizations [10,15]. In 
particular, works [15,7] studied the use of hardware power capping 
mechanisms to reduce energy consumption in the parallel execu-
tion of applications with various workloads and memory usage.

For data-parallel applications, the usage of DFVS is studied by 
Reddy and Lastovetsky in work [21]. They propose a method to 
solve the bi-objective optimization problem of an application for 
performance and energy on homogeneous clusters of multicore 
CPUs. This method gives a set of Pareto-optimal solutions and is 
combined with DVFS to provide a better set of solutions. How-
ever, the proposed approach target only homogeneous DVFS poli-
cies. Such policies are also exploited in many works devoted to 
special cases of data-parallel applications, including stencil compu-
tations [26,8], and linear algebra kernels [42]. In particular, in work 
[42], the authors devise a systematic machine learning algorithm 
to predict the performance and energy costs of the matrix-vector 
product, considering the effect of DVFS.

The capability of implementing heterogeneous DFVS by pro-
cessors (per core or at cluster level) brings the premise of im-
proved energy efficiency thanks to fine-grained optimization [3]. 
Manufacturing-related process variation [2] and heterogeneity of 
cores in a processor architecture [23,41,24] are among the major 
motivations for using core-level voltage regulators. For example, 
work [23] considers the heterogeneity of cores in ARM architec-
tures for enhancing the default Linux scheduler to take task allo-
cation decisions for balanced performance and energy efficiency. 
Paper [24] explores the benefits of voltage-frequency settings for 
individual cores in heterogeneous mobile platforms running data-
parallel applications.

Many studies aim to develop DVFS-aware schedulers based on 
per-core policies. For example, paper [1] studies a case when an 
application running on some cores coexists with its co-runners 
– applications running on other cores. Machine learning methods 
such as random forest regression are used to model the energy-
performance trade-off. The application-agnostic model is investi-
gated in work [14], where the core statistics are collected and 
employed to predict the next interval power consumption. As a re-
sult, it is possible to determine a suitable voltage-frequency setting 
for each core using an adaptive regression model. The methods 
used in these studies are primarily deployed at the operating sys-
tem (OS) level or as a runtime system extending the OS. Therefore, 
they require changes to the OS or runtime system.

An important motivation for core-level DVFS is applications that 
execute code with different characteristics simultaneously on dif-
ferent cores within a processor [3]. In contrast to applications 
when all cores or processes within a chip execute similar type of 
work, some HPC applications are irregular or unstructured with 
dynamic behavior. In these applications, cores may do various 
types of work at a given time. Work [3] shows that implement-
ing an adaptive runtime module based on collected statistics can 
lead to considerably higher energy efficiency of such applications.

At the same time, to our best knowledge, there is no other re-
search where the benefits of the heterogeneous DVFS strategy are 
employed to improve the energy-performance behavior of regular 
data-parallel applications for homogeneous multicore platforms. 
This strategy allows us to avoid deterioration of energy efficiency 
due to thread divergence and load imbalance, which result from 
the discrepancy between the sizes of applications and the number 
of cores.
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1 #pragma omp for
2 for(int i=0; i<X; i++) // i - dimension
3 for(int j=0; j<Y; j++) // j - dimension
4 #pragma omp simd
5 for(int k=0; k<Z; k++) // k - dimension
6 v(i,j,k) = u(i,j,k)
7 v(i,j,k) += xS * (u(i-1,j,k) - 2*u(i,j,k) + u(i+1,j,k))
8 v(i,j,k) += yS * (u(i,j-1,k) - 2*u(i,j,k) + u(i,j+1,k))
9 v(i,j,k) += zS * (u(i,j,k-1) - 2*u(i,j,k) + u(i,j,k+1))

Listing 1: Parallelization of data-parallel application using OpenMP [5].
3. Use cases of data parallel applications and target platform

3.1. Use case of data-parallel application: 3D diffusion problem

The diffusion process is described [9] by the following partial 
differential equation that is the consequence of Fick’s law and the 
law of conservation of mass:

∂U/∂t = ∂2U/∂x2 + ∂2U/∂ y2 + ∂2U/∂z2 (1)

The function U = U (x, y, z, t) from Eqn. (1) describes the con-
centration of a given substance in point (x, y, z) at moment t . The 
presented equation can also be used to analyze other physical phe-
nomena. Under certain assumptions, it can describe the process of 
heat transfer. In this case, the unknown function U represents tem-
perature. Applying the finite difference method [43] to this partial 
differential equation produces the following numerical scheme:

U h+1
i, j,k = �t

[
(U h

i−1, j,k − 2U h
i, j,k + U h

i+1, j,k)/�x2 +
+ (U h

i, j−1,k − 2U h
i, j,k + U h

i, j+1,k)/�y2 +
+ (U h

i, j,k−1 − 2U h
i, j,k + U h

i, j,k+1)/�z2] + U h
i, j,k (2)

In this use case, we consider the 3D diffusion problems defined 
over the structured rectilinear domain of sizes X × Y × Z in i−, 
j−, and k-dimensions, respectively. The presented explicit method 
requires meeting certain conditions regarding discretization. To en-
sure the numerical stability of the algorithm, time steps need to 
be sufficiently short compared to space steps. Therefore, performed 
simulations are usually long and consist of many thousands of time 
steps.

Listing 1 shows the basic code of this data-parallel applica-
tion. The computing kernel is implemented in parallel using the 
OpenMP standard. The parallelization scheme implements data 
parallelism across i-dimension, based on distributing data over 
threads by #pragma omp for directive, and then exploits vec-
torization along k-dimension using #pragma vector directive.

The adoption of vector-friendly data structures allows for the 
benefits of vectorization. In this code, the main memory band-
width is the primary constraint of parallel efficiency. The perfor-
mance bottleneck is especially observable for problems with large 
domain sizes that significantly exceed the available cache capac-
ity.

3.2. Use case of data-parallel application: MPDATA

The MPDATA application implements a general approach to 
modeling a wide range of complex geophysical flows on micro-to-
planetary scales [28,33], including numerical weather prediction, 
simulation of urban flows, turbulences, and ocean currents. MP-
DATA belongs to the class of methods for the numerical simulation 
of fluid flows that are based on the sign-preserving properties of 
upstream differencing. It is mainly used to solve the advection 
problems on moving grids for a sequence of time steps that allows 
us to include MPDATA in the group of forward-in-time algorithms. 
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In this paper, we consider solving 3D problems. The MPDATA nu-
merical scheme is described in detail in [30].

Each MPDATA step performs a collection of 17 kernels that de-
pend on each other. The outcomes of prior kernels typically are 
inputs for the subsequent ones. All kernels are executed sequen-
tially, one by one, with each kernel processed in parallel using 
OpenMP. Like the 3D diffusion problem, MPDATA allows us to use 
the 1D decomposition where the data parallelism is implemented 
across the outer loop of each kernel (see Listing 2), distribut-
ing data across cores by #pragma omp for directive. Then the 
vectorization is applied efficiently to the most inner loop using 
#pragma omp simd directive. As shown in our previous papers 
[35,31,34], such a 1D decomposition enables more efficient mem-
ory utilization for ccNUMA shared memory systems than 2D and 
3D workload distributions across cores. At the same time, 2D and 
3D approaches can be successfully applied across nodes of dis-
tributed memory systems.

MPDATA is typically used for long simulations that run thou-
sands of time steps. A single step operates on five input matrices 
(arrays), and returns a single output array that is used in the 
next step. As shown in our previous works [32,36], MPDATA is a 
memory-bound application.

3.3. Target computing platform

We run both applications on the Intel-based ccNUMA server 
S2600WFT with two 18-core Intel Xeon Gold 6240 CPUs (Cascade 
Lake architecture) containing 72 logical cores in total. Each pro-
cessor comes with 24.75MB of L3 cache. The thermal and power 
limitations of the test platform allow setting the minimum clock 
frequency to 1.0 GHz and then sampling it at every 0.1 GHz to 
reach the maximum Turbo Boost speed of about 2.5 GHz.

The Yokogawa WT310 power meter [35] monitors the entire 
platform and provides all energy measurements presented in this 
paper. This power meter passes the power to the server under 
the load and measures the total energy consumption. It guarantees 
that the results of conducted experiments are maximally precise 
and trustworthy. Moreover, we ensure that simulations for both 
use cases last long enough to provide the credibility and repeata-
bility of energy measurements. We customize the number of time 
steps for every tested domain size to keep the execution time at 
least 700 seconds. It allows us to keep the relative standard devi-
ation (RSD) of measurements at a fixed level. This factor does not 
exceed 1.5% for execution time and 2.5% for energy consumption 
measurements. Besides, we ensure the server is located in an air-
conditioned server room providing stable temperature, as well as 
it is fully dedicated to our experiments.

4. Motivation for the research and problem statement

The starting point of our research is the applied paralleliza-
tion strategy (see Listings 1 and 2) that is identical for both use 
cases. Using OpenMP, we split up iterations within the first loop (i-
dimension) and assign them to threads within the parallel region. 
For this reason, the uniform workload distribution takes place only 
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1 /*...*/
2 //Kernel 4
3 #pragma omp for
4 for(int i=0; i<X; i++) // i - dimension
5 for(int j=0; j<Y; j++) // j - dimension
6 #pragma omp simd
7 for(int k=0; k<Z; k++) // k - dimension
8 x[i,j,k]=XIn[i,j,k]-(((F1[i+1,j,k]-F1[i,j,k])+(F2[i,j+1,k]
9 -F2[i,j,k])+(F3[i,j,k+1]-F3[i,j,k]))/H[i,j,k]);

10 /*...*/

Listing 2: Part of 3D MPDATA code that corresponding to the 4-th computing kernel.
when the number X of iterations is equally divided by the num-
ber LC of logical cores. In practice, this situation is infrequent as 
real-life simulations rarely meet this condition. Consequently, the 
proposed parallelization scenario leads to workload imbalance and 
thread divergence in most cases.

We define two parameters that describe and formalize the pre-
sented observation. The first one is the load imbalancing percent-
age that corresponds to the ratio of the total number of threads 
that perform more loop iterations to the total number of logical 
cores in the computing platform:

LI P = (X mod LC)/LC · 100% (3)

The second parameter specifies the disproportion in assigned 
iterations between threads. Assuming X > LC , the more loaded 
threads perform R times more iterations than the rest of the 
threads, where the parameter R can be expressed as:

R = �X/LC�/(�X/LC� − 1) (4)

These parameters have a significant influence on workload im-
balance and thread divergence. Fig. 1 presents the execution time 
and energy consumption for different domain sizes of the 3D dif-
fusion problem. In all examples, R = 2 while LI P varies from 8%
to 50%. This study assumes a limit of 2% performance losses to 
achieve energy savings.

In the left parts of Fig. 1, we explore the relationship be-
tween execution time and energy consumption, assuming the us-
age of homogeneous DFVS across cores for different frequencies. 
As shown in Fig.1a and Fig.1b, the optimal performance-energy 
trade-off (marked with red points) corresponds to the highest CPU 
frequency. It turns out that even a slight reduction in the fre-
quency provides energy savings but, at the same time, exceeds the 
assumed limit for performance losses. The rationale behind this 
behavior is that all necessary data reside in the cache hierarchy, 
and computing units do not wait for loading data from the main 
memory.

We can observe totally different time and energy characteristics 
in Fig.1c and Fig.1d corresponding to large domain sizes. For all 
examined frequencies, the execution time is almost the same. Here, 
the frequency is not a bottleneck, and reducing it does not affect 
performance. The reason is that the most critical limitation is the 
main memory speed.

The most significant energy savings achieved with DVFS are 
about 30%, with negligible performance losses not exceeding 1-
2%. However, our experiments expose the potential of revising the 
DVFS approach even in this case that commonly assumes homo-
geneous frequency scaling across cores. To illustrate this, let us 
move on to the analysis of the right parts of Figs. 1a–1d, that 
present the execution time distribution across threads for different 
domain sizes and a variety of workloads characterized by diverse 
values of parameter LI P . These plots illustrate the total execution 
time that every OpenMP thread spends on (i) computation (area 
marked in blue color) and (ii) synchronization. Additionally, we 
mark two stages responsible for the synchronization costs: (i) the 
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arrival stage that puts threads arriving at the barrier into a wait-
ing state (area marked in red color), and (ii) the departure stage 
that releases from the barrier all waiting threads (marked in gray 
color).

While the departure stage for small domain sizes is relatively 
high, it is practically unnoticeable for large domains. Its cost de-
pends on the number of synchronization points, which in our 
study increases linearly with the number of time steps. As ex-
pected, the time of this stage is nearly uniform for every OpenMP 
thread. For a single synchronization point, this time mainly de-
pends on the OpenMP implementation chosen and hardware limi-
tations.

At the same time, the actual computation time (see blue re-
gions in the right parts of Figs. 1a–1d) differs visibly across 
threads. The same observation is valid for the arrival stage of syn-
chronization. This heterogeneity comes from non-uniform work-
load distribution over available cores/threads, characterized by LI P
and R parameters.

Furthermore, we note that the inter-socket data traffic nega-
tively influences thread divergence. From the right parts of Figs. 1a 
and 1b, it follows that threads pinned to cores located on the 
boundaries between sockets feature the highest time of actual 
computation even though they execute twice fewer iterations than 
more loaded threads. This undesirable effect becomes crucial only 
when threads operate on data that fit entirely in the cache hierar-
chy, and the inter-socket data exchange overhead is a fundamental 
limitation. On the contrary, the overhead is negligible or impercep-
tible for larger domains when the main memory speed restricts the 
computation time (see Figs. 1c and 1d, respectively).

We perform a similar set of experiments for the MPDATA appli-
cation to validate our observations. Figs. 2a–2c present the results 
obtained for three different domain sizes corresponding to various 
load imbalance ratios defined by the LI P parameter. The examined 
problems concern distinct R coefficients. In the first two cases, 
R = 2, while in the last one, R = 3/2.

Analogously to the first application, the left parts of Figs. 2a–2c
expose the execution time and energy consumption of MPDATA 
depending on the frequency set for all cores. In contrast to the 3D 
diffusion problem, it is possible to lower frequency without a rapid 
increase in the execution time in all three analyzed cases. Assum-
ing a limit of 2% for performance losses, we can obtain over 12% 
energy savings. The reason is that MPDATA requires much more 
memory than the 3D diffusion problem. Consequently, now the 
bottleneck is not the frequency but the time of loading data from 
the main memory.

The analysis of the right parts of Fig. 2 shows again that the 
actual computation time differs across threads. We can distin-
guish a group of threads with a longer execution time resulting 
from the load imbalance specified by the LI P parameter. Com-
pared to the 3D diffusion application, the main difference is that 
the inter-socket traffic has less impact on the thread divergence. It 
is a consequence of the fact that the size of the working set for 
considered domain sizes significantly exceeds the available cache 
capacity. Finding domains that fit in the cache hierarchy is feasible 
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Fig. 1. Execution time and energy consumption for solving the 3D diffusion problem with various domain sizes, using homogeneous DFVS [5].
but not of practical importance since these domains correspond to 
unrealistically small sizes.

Summarizing our observations for the two use cases, the ho-
mogeneous variant of the DVFS method allows selecting the 
performance-energy tradeoff considering the total execution time 
that reflects the maximum computation time obtained across a 
pool of threads. However, threads that process fewer loop iter-
ations waste energy waiting at points of synchronization in the 
arrival stage. This disadvantage is exacerbated by the steadily in-
creasing number of cores offered by modern multicore architec-
tures.

5. Heterogeneous DVFS: brute-force search

The considerations from Section 4 allow us to see the potential 
of adjusting the frequency and supply voltage to individual cores 
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in workload imbalance problems. We perceive two heterogeneous 
DVFS scenarios that manage the frequency of correctly specified 
sets of cores. Our key idea is to customize the clock frequency 
individually for the appropriately selected groups of cores corre-
sponding to the diversified time of actual computation.

In the first scenario, we focus on smaller problem sizes (Figs. 1a 
and 1b), where we can identify cores with the time of actual com-
putations limited by inter-socket data traffic overheads. Here, we 
can indicate three groups of cores, including (i) cores located on 
the boundaries between sockets; cores with higher (ii) and fewer 
(iii) loop iterations. The numbers of cores in the second and third 
groups result from the LI P parameter and depend on the do-
main size and number of cores. The strategy assumes assigning 
the highest frequency to the first group and then lowering it suc-
cessively for the second and last group. We disclose that scaling 
down the clock speed for cores located on the socket boundaries 



P. Bratek, L. Szustak, R. Wyrzykowski et al. Journal of Parallel and Distributed Computing 175 (2023) 121–133

Fig. 2. Execution time and energy consumption for solving the MPDATA application with various domain sizes, using homogeneous DFVS.
is not necessary. Applying the maximum available frequency/volt-
age for those cores should improve the efficiency of the load and 
store instructions, opening the way for optimal performance and 
energy consumption results.

The second scenario corresponds to larger problem sizes where 
the main memory constraints result in performance degradation 
(Fig. 1c, Fig. 1d, and Fig. 2). In this scenario, we indicate only two 
groups of cores with higher (ii) and fewer (iii) loop iterations. Con-
sequently, a higher priority and thus a higher voltage/frequency 
refers to the first group.

We perform a set of brute-force experiments for both use cases 
to fully explore the benefits of the heterogeneous DVFS approach. 
This approach involves testing all possible clock speed configu-
rations, considering various domain sizes. More precisely, while 
examining a given frequency for the group with a higher prior-
ity, we test different frequency combinations for the group with 
a lower priority by scaling down the frequency from a fixed level 
to the minimum, sampling it at every 0.2 GHz. For example, when 
setting clock speed to 2.0 GHz for cores in the first group, we com-
bine it with the set {2.0, 1.8, ..., 1.0} GHz of frequencies for the 
second group.

The summary of performed tests is presented in Fig. 3 and 
Fig. 4. We select a set of 33 domain sizes that allow a compre-
hensive analysis of the homo- and heterogeneous DVFS strategies 
based on examining different ratio R ∈ {2, 3/2, 4/3} and the LI P
parameter varying for each ratio from 8 to 92%. The top graphs in 
the presented figures correspond to the homogeneous approach, 
showing the frequency of all cores for which the energy con-
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sumption is minimal, with performance losses not exceeding 2% 
compared to the results obtained for the frequency of 2.5 GHz. 
The same assumptions are valid for middle graphs in the figures, 
where we mark the optimal heterogeneous frequency setups. Fi-
nally, the bottom graphs compare both approaches regarding the 
gained energy profit.

For the 3D diffusion application (Fig. 3), we select three groups 
of clock speeds for domains of sizes not exceeding 138x138x138 
(these domains fit in the cache), while two groups are enough for 
larger domains. The heterogeneous approach permits a maximum 
energy reduction of about 25% for the domain of size 150x150x150 
when the profit for homogeneous scaling is about 9% only. In gen-
eral, the heterogeneous approach allows us to achieve better en-
ergy profits for all performed tests. The most significant energy 
improvement compared to the homogeneous solution is obtained 
for the size of 96x96x96. In this case, we observe the advantage of 
about 20 percentage points over the traditional frequency scaling, 
which does not bring any energy improvement.

In the case of MPDATA applications (Fig. 4), all domain sizes do 
not fit in the cache memory. Consequently, the best solution is to 
designate only two groups of clock speed. The most notable con-
trast between both approaches occurs while R = 2. For the domain 
of size 78x78x78, the heterogeneous solution permits a 30% reduc-
tion of energy consumption compared to about 14% obtained by 
the traditional homogeneous method. To sum up, in 28 out of 33 
analyzed cases, it is possible to determine a heterogeneous con-
figuration that allows clear energy savings compared to the best 
homogeneous configuration. In 21 of 33 tested cases, the group of 
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Fig. 3. Comparison of energy-savings for homogeneous and heterogeneous DVFS approaches applied to various domain sizes when solving 3D diffusion problem.
cores with a lower workload has assigned the frequency of 1.0 GHz 
– the minimum one available for the test platform. Thus energy 
savings could be even higher if further frequency lowering were 
possible.

6. Pruning algorithms for selecting heterogeneous DVFS 
configurations

The brute-force search technique allows us to discover a com-
bination of frequencies that provides minimal energy consumption 
without performance degradation. However, the significantly high 
cost of this approach makes it an impractical way of finding opti-
mal frequency settings. Let us assume we begin tests with a clock 
speed equal to fmax . Then we decrease frequency starting from 
f start up to f stop by every f step . Let F = { fmax, f start , . . . , f stop} be a 
set of tested frequencies, where the cardinality N of the set F is as 
follows:

N = |F| = ( f start − f stop)/ f step + 2 (5)

According to the brute-force technique of searching for frequencies 
for cores with higher and lower workloads, we combine each fre-
quency f i from the set F with a subset of F containing elements 
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f j such that f j ≤ f i . As a result, the number T C of tested config-
uration is expressed as:

T C = N(N + 1)/2 (6)

For example, the brute-force strategy with fmax , f start , f stop , 
and f step equal to respectively 2.5, 2.4, 1.0, and 0.2 GHz, requires 
testing T C = 45 frequency configurations. We perform energy con-
sumption tests for each of them, and their run time should be 
long enough to ensure the stability of measurements. Therefore, 
finding the best frequency configuration in this way is a highly 
time-consuming task. In this section, we outline two versions of 
the pruning algorithm for selecting the best heterogeneous DVFS 
configuration. These algorithms allow us to significantly reduce the 
number of tested configurations and speed up finding the best fre-
quency configuration.

6.1. Algorithm based on energy measurement

In the first version of the pruning algorithm, decisions are made 
based on energy consumption measurements. We introduced this 
approach in our previous work [5], where we proved its effective-
ness using the 3D diffusion problem as a use case. The proposed 
algorithm is shown in Fig. 5. It consists of two stages, the aim 
of which is to find the best frequencies fhw , flw for cores with 
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Fig. 4. Comparison of energy-savings for homogeneous and heterogeneous DVFS approaches applied to various domain sizes in MPDATA use case.
higher and lower workloads, respectively. The input parameters of 
the algorithm include La , which is the acceptable performance loss. 
For example, La = 1.02 allows the frequency to be reduced until a 
2% increase in the execution time is achieved. We use the routine 
Set ( f1, f2) to examine frequency configurations - it sets the clock 
speeds f1 and f2 for groups of cores with higher and lower work-
loads, respectively. The routine Set_b( f ) sets the frequency f for 
cores located on the boundaries between sockets, while the routine 
Measure (T , E) is responsible for measuring the current configura-
tion’s execution time T and energy consumption E .

To provide the accuracy of results, we repeat all measurements 
m times and calculate their median value (m = 5 as default). The 
algorithm checks if all data reside in the cache memory. When this 
condition is met, cores located on the boundaries between sockets 
have the highest time of actual computation (Figs. 1a and 1b). In 
this case, the best strategy is to let these cores work with the max-
imum frequency to deal with data exchange overheads.

6.2. Algorithm based on execution time measurement

Energy consumption measurements are required to implement 
the algorithm outlined in the previous section (see Fig. 5). Moni-
toring energy consumption is widely available using hardware- and 
software-based techniques [35]. In this work, we employ the first 
technique using the Yokogawa WT310 digital power meter that 
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monitors the entire HPC platform (see Sec. 3.3). An alternative 
solution can be Intel’s Running Average Power Limit (RAPL) [19]
interface, which represents the software technique. In contrast to 
digital power meters, the RAPL provides energy readings for differ-
ent parts of the HPC platform, including CPU packages and DRAM 
domains.

However, during our study, we observe that both techniques 
can bring challenging tasks of accurate and reliable energy/power 
measurements. We also notice that RAPL tools are not available 
on some clusters equipped with AMD-based CPUs, making energy 
measurements unavailable. Furthermore, the standard tools that 
provide measurements from RAPL (e.g., PAPI [38] or LIKWID [39]) 
sometimes do not support the latest architectures correctly.

To increase the usability of the proposed heterogeneous DVFS 
strategy, we develop a solution that does not require energy con-
sumption measurements. Instead, the algorithm makes decisions 
based on the execution time at a given frequency. Such an ap-
proach widens the scope of our strategy since time measurements 
do not require additional effort and are trivial even for nonad-
vanced users.

Fig. 6 presents the proposed algorithm. Its idea is similar to 
the algorithm based on energy measurements. The input param-
eters and routines for setting the given frequency for the groups 
of cores remain unchanged. The update affects the Measure rou-
tine, with only one parameter related to the execution time. The 
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Fig. 5. Block diagram of the pruning algorithm based on energy measurements for selecting heterogeneous DVFS configurations [5].

Fig. 6. Block diagram of the pruning algorithm based on execution time measurements for selecting heterogeneous DVFS configurations.
key difference is the refusal to analyze energy consumption for the 
subsequent launches of an application. At each stage, the algorithm 
selects the lowest frequency that does not result in exceeding the 
fixed execution time limit.

7. Evaluation of the proposed approach

7.1. Experimental validation

We perform a set of tests to explore the efficiency of the pro-
posed algorithms for both use cases. The analysis concerns the 
three search strategies: the brute-force (BF) search approach as 
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a baseline and two proposed algorithms based on measurements 
of energy (AE) and time (AT). We evaluate each solution based 
on the number of tested configurations required to return a final 
answer by a given strategy and the percentage of energy reduc-
tion achieved. Additionally, we assess each algorithm’s efficiency 
as the ratio (in %) of the energy reduction achieved by a pruning 
algorithm and brute-force search. The comparison concerns nine 
domain sizes corresponding to various R and LI P parameters.

Table 1 presents the results obtained for the first use case. The 
expected consequence of testing all possible configurations is that 
the BF strategy always offers the best results regarding energy re-
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Table 1
Comparison of the brute-force search (BF) and proposed algorithms (AE, AT) for the 3D diffusion application with 
different domain sizes (X = Y = Z).

R 2 3/2 4/3

LI P [%] 8 25 50 8 25 50 8 25 50

Domain size 78 90 108 150 162 180 222 234 252

BF fhw [GHz] 2.4 2.0 1.8 2.4 2.2 2.0 2.4 2.2 1.4
flw [GHz] 1.8 1.8 1.4 1.2 1.2 1.4 1.0 1.2 1.2
fbs [GHz] 2.5 2.5 2.5 – – – – – –
T C 45 45 45 45 45 45 45 45 45
Energy reduction [%] 16.6 17.1 22.9 25.0 17.9 16.2 19.5 17.0 21.6

AE fhw [GHz] 2.4 2.0 1.6 2.0 2.2 2.0 2.2 1.8 1.4
flw [GHz] 1.8 1.8 1.2 1.0 1.2 1.4 1.2 1.4 1.2
fbs [GHz] 2.5 2.5 2.5 – – – – – –
T C 8 7 11 10 10 9 10 9 10
Energy reduction [%] 16.6 17.1 22.4 24.0 17.9 16.2 18.3 16.0 21.6
Efficiency [%] 100 100 97.9 95.8 100 100 93.9 93.8 100

AT fhw [GHz] 2.4 2.0 1.4 2.0 2.2 2.0 2.2 1.8 1.4
flw [GHz] 1.6 1.8 1.2 1.0 1.2 1.4 1.2 1.4 1.0
fbs [GHz] 2.5 2.5 2.5 – – – – – –
T C 8 7 10 10 10 9 10 9 10
Energy reduction [%] 15.89 17.1 20.7 24.0 17.9 16.2 18.3 16.0 21.0
Efficiency [%] 95.7 100 90.4 95.8 100 100 93.9 93.8 97.1

Table 2
Comparison of the three search strategies for the MPDATA application with different domain sizes (X = Y = Z).

R 2 3/2 4/3

LI P [%] 8 25 50 8 25 50 8 25 50

Domain size 78 90 108 150 162 180 222 234 252

BF fhw [GHz] 2.4 2.2 1.6 2.4 2.0 1.4 2.0 1.4 1.4
flw [GHz] 1.2 1.0 1.4 1.2 1.0 1.2 1.0 1.0 1.0
T C 45 45 45 45 45 45 45 45 45
Energy reduction [%] 30.0 24.1 23.7 19.8 21.2 24.2 22.1 22.7 23.4

AE fhw [GHz] 2.0 2.0 2.0 2.2 2.0 1.4 2.0 1.6 1.8
flw [GHz] 1.2 1.2 1.2 1.4 1.0 1.2 1.0 1.0 1.0
T C 10 10 10 9 10 10 10 10 10
Energy reduction [%] 28.7 24.0 23.1 18.9 21.2 24.2 22.1 21.5 21.1
Efficiency [%] 95.5 99.2 97.5 95.7 100 100 100 95.0 90.3

AT fhw [GHz] 2.0 2.0 2.0 2.2 2.0 1.4 2.0 1.6 1.8
flw [GHz] 1.2 1.0 1.2 1.4 1.0 1.0 1.0 1.0 1.0
T C 10 10 10 9 10 10 10 10 10
Energy reduction [%] 28.7 22.1 23.1 18.9 21.2 23.4 22.1 21.5 21.1
Efficiency [%] 95.5 91.5 97.5 95.7 100 96.6 100 95.0 90.3
duction. However, both pruning algorithms reach at least 90% of 
efficiency in all tests. Furthermore, the algorithm based on energy 
measurements in more than half tests achieves 100% efficiency, 
while its time-based counterpart reaches this goal in 3 out of 9 
domain sizes.

In particular, for the domain of size 78x78x78, the best so-
lution is to set frequencies for groups of cores with higher and 
lower workloads as 2.4 GHz and 1.8 GHz, respectively, while the 
cores located on the border between the sockets have to work 
with the maximum available frequency of 2.5 GHz to amortize 
inter-socket overheads. This setting reduces energy consumption 
by 16.6% while preserving less than a 2% increase in the execu-
tion time compared to the result obtained for the homogeneous 
frequency of 2.5 GHz. For this domain, the efficiency of the AE 
strategy is 100%, which means that it returns the same set of fre-
quencies as the BF approach. For comparison, the AT algorithm 
recommends setting the frequency of lower workload cores to 
1.6 GHz, which permits reducing energy consumption by 15.9% and 
achieves an efficiency of 95.7%.

For the first use case, the proposed pruning algorithms signifi-
cantly reduce the cost of selecting heterogeneous DVFS configura-
tions. For instance, while the brute-force search always requires 
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exploring 45 frequency configurations, both pruning algorithms 
need only 7-11 configurations.

The same conclusions stay valid for the second use case – 
the MPDATA application. It follows from Table 2 that in all tests, 
the efficiency of both pruning algorithms exceeds 90%. They re-
quire checking 9-10 configurations to find a solution compared to 
the fixed number of 45 configurations needed by the brute-force 
method.

For both pruning algorithms, the lowest efficiency is achieved 
for the domain of size 252x252x252. Setting frequencies at 1.8 and 
1.0 GHz reduces energy consumption by 21.1% with an efficiency 
of 90.3% against the brute-force approach. Here the BF strategy 
achieves a better result by lowering the frequency of cores with 
a higher workload to 1.4 GHz. For large domains (see R = 4/3 in 
Table 2), the frequency for a group of cores with a lower work-
load is 1.0 GHz in both pruning algorithms. Therefore, we believe 
that obtained results could be even better if the target computing 
platform allows further frequency lowering.

7.2. Cost of selecting heterogeneous DVFS configuration

Proposed algorithms assume an offline approach and require 
running an application with some number (T C ) of different DVFS 
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Fig. 7. The predicted cost of searching for a heterogeneous DVFS configuration using 
pruning algorithms as percentage of total execution time.

configurations to select the optimal one. The overhead introduced 
by such a strategy depends on a specific case and hence is not easy 
to state a-priori.

The behavior of algorithms presented in Tables 1 and 2 is in-
ferred from the experiments where application runs last several 
hundred seconds. However, in practice there is no need for such 
long runtimes to keep the reliability of measurements, and algo-
rithms can make proper decisions based on much shorter simula-
tions. We note that managing the duration of considered applica-
tions is simple since we can customize the number of time steps 
which does not affect the workload distribution described by R
and LI P parameters.

We test both use cases and notice that about 10-second simu-
lations provide sufficient time and energy measurement accuracy 
for selecting the optimal configuration using proposed algorithms. 
Hence, assuming a relatively small number of tested DVFS config-
urations (T C ≤ 11 in our experiments), we can estimate the cost 
of our strategy as tens of seconds. Fig. 7 shows the impact of such 
overhead on the overall performance depending on different target 
application durations. If the target run of the application is sup-
posed to be single and short, the overhead of selecting a DVFS 
configuration may be too high. However, in many practical scenar-
ios of considered use cases, calculations last for hours and hence 
cost of a few dozen seconds is negligible. For instance, assuming 
the target application is expected to run for at least 2 hours, the 
overhead will not exceed 1%. Moreover, the result obtained with 
pruning algorithms can be used multiple times. An example is the 
field of numerical weather prediction, where simulations with a 
fixed domain size and given hardware are repeated even thousands 
of times using MPDATA.

8. Exploration of heterogeneous DVFS approach using the 3rd 
generation of AMD EPYC CPUs

In this section, we explore the advantages of the heterogeneous 
DVFS strategy for the Asus RS720A-E11-RS12 server equipped with 
two top-of-the-line AMD EPYC 7773X CPUs (Milan-X). Each CPU 
has 64 cores grouped into 8 Core Complex Dies and provides a 
massive 768MB L3 cache [4]. As a result, the entire computing 
platform offers 256 logical cores and over 1.5 GB of the last-level 
cache.

Using such a large number of cores in the AMD EPYC computing 
platform allows us to evaluate our approach using larger domain 
sizes. While for the Intel Cascade Lake architecture R = 2 corre-
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sponds to domains with size X in the range (72, 144), for AMD 
EPYC this value of R refers to (256, 512). At the same time, AMD 
Milan-X CPUs offer reduced capabilities of frequency management 
in comparison to Intel CPUs, limiting the frequency setups only to 
four levels: 1.5 GHz, 1.9 GHz, 2.2 GHz, and the turbo mode that 
raises the clock up to 3.5 GHz.

We perform similar brute-force search experiments as pre-
sented in Section 5. For each use case, we select eight domain 
sizes corresponding to R = 2 and values of LI P varying from 6 
to 88%. Fig. 8 shows a summary of performed tests for both use 
cases. As before, we search for frequency configurations that pro-
vide the lowest energy consumption and do not cause more than 
2% performance loss compared to results obtained for the server 
running with turbo frequency. While the top and middle graphs 
illustrate selected frequency settings for homogeneous and hetero-
geneous approaches, the bottom charts compare them regarding 
energy savings. As shown in Fig. 8, the proposed strategy achieves 
better results than the homogeneous variant of DVFS. Both use 
cases follow a similar pattern and benefit the most from hetero-
geneous DVFS for the lowest values of the LI P parameter. As a 
result, the highest difference in energy savings between homoge-
neous and heterogeneous variants for 3D Diffusion and MPDATA 
applications is about 13 and 12 percentage points, respectively.

In all performed tests, the frequency selected for cores with a 
lower workload equals 1.5 GHz, which corresponds to the lowest 
available level. Hence, we expect that heterogeneous DVFS could 
provide even better results if AMD EPYC CPUs offered a broader 
range of available frequencies. At the same time, the relatively 
small number of frequency setups for the AMD-based platform 
reduces the searching space of the optimal heterogeneous DVFS 
configuration compared to the Intel-based platform. Even in the 
Brute-Force Search approach, the total number of explored fre-
quency setups does not exceed 10, and the proposed pruning al-
gorithms decrease it twice.

9. Conclusions

This paper explores the advantages of heterogeneous DVFS 
control and performance heterogeneity in enhancing the energy-
performance behavior of data-parallel applications on homoge-
neous multicore CPU systems. Using two different use cases, we 
prove the significant energy improvement of heterogeneous volt-
age/frequency scaling compared to the homogeneous technique. 
The proposed approach provides the advantage of up to 20 per-
centage points over the homogeneous frequency scaling during 
experiments on the ccNUMA server with two 18-core Intel Xeon 
6240 CPUs.

To enable the application of heterogeneous DVFS, we develop 
two pruning algorithms and compare their cost and efficiency 
against the brute-force search experimentally. For both use cases, 
the efficiency of the pruning algorithms exceeds 90% and often 
reaches 100%, which indicates that both techniques return simi-
lar energy savings. At the same time, in this way, we significantly 
reduce the cost of selecting a heterogeneous DVFS configuration. 
While the brute-force search always requires exploring 45 fre-
quency configurations, the pruning algorithms achieve the goal by 
examining only 7-11 configurations.

Moreover, we prove the effectiveness of our approach using 
the state-of-the-art 64-core AMD EPYC processors. Despite limited 
ability to manage the clock frequency, we achieve up to 13 per-
centage points advantage compared to the homogeneous variant 
of DVFS for both use cases.
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Fig. 8. Comparison of energy-savings for homogeneous and heterogeneous DVFS approaches using two 64-core AMD EPYC 7773X CPUs.
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