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Abstract

This work explores the importance of performance-energy correlation for CFD codes, highlighting the need for sustainable and
efficient use of clusters. The prime goal includes the optimisation of selecting and predicting the optimal number of computational
nodes to reduce energy consumption and/or improve calculation time. In this work, the utilisation cost of the cluster, measured
in core-hours, is used as a crucial factor in energy consumption and selecting the optimal number of computational nodes. The
work is conducted on the cluster with AMD EPYC Milan-based CPUs and OpenFOAM application using the Urban Air Pollution
model. In order to investigate performance-energy correlation on the cluster, the CVOPTS (Core VOlume Points per TimeStep)
metric is introduced, which allows a direct comparison of the parallel efficiency for applications in modern HPC architectures. This
metric becomes essential for evaluating and balancing performance with energy consumption to achieve cost-effective hardware
configuration. The results were confirmed by numerous tests on a 40-node cluster, considering representative grid sizes. Based on
the empirical results, a prediction model was derived that takes into account both the computational and communication costs of
the simulation. The research reveals the impact of the AMD EPYC architecture on superspeedup, where performance increases
superlinearly with the addition of more computational resources. This phenomenon enables a priori the prediction of performance-
energy trade-offs (computing-faster or energy-save setups) for a specific application scenario, through the utilisation of varying
quantities of computing nodes.

Keywords: CFD performance, energy efficiency, CVOPTS metric, prediction model, HPC computation

1. Introduction 22 This study aims to address the research question concern-
2s  ing the optimal selection of resources within a homogeneous

The relationship between performance and energy consump-,,  computing cluster, specifically in relation to performance and
tion in computational fluid dynamics (CFD) codes has become energy efficiency for Computational Fluid Dynamics (CFD) ap-

an essential domain of research investigation, especially in light
of the growing emphasis on sustainable computing and efficient ,,
use of High-Performance Computing (HPC) clusters. As su-
percomputers evolve to tackle increasingly complex problems,
their energy demands escalate exponentially, posing significant
operational and environmental challenges [1]. 5

Historically, the primary focus has been on establishing per- _,
formance related metrics for these codes, which are evaluated
based on computational speed (e.g. FLOPS), accuracy, and ,
scalability. However, due to the growing financial and envi-
ronmental implications of energy consumption [2], new met-
rics that consider energy efficiency in addition to traditional _,
performance assessments are increasingly being considered [3].
This development poses an additional challenge for researchers
tasked with creating algorithms that are optimised not only for
speed but also for minimising energy consumption. This in-
cludes strategies such as energy-aware scheduling, load balanc- ,

ing, and implementing energy-efficient numerical methods. o
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plications, which directly influences the associated operational
costs. To evaluate and compare application performance for
different hardware configurations, the CVOPTS metric was pro-
posed, which takes into account different mesh sizes and num-
bers of computing nodes. This enabled the creation of an ap-
plied predictive model that enables the selection of the best
hardware configuration taking into account two criteria: per-
formance and resource consumption (energy). Numerous vali-
dation tests have been performed to confirm the effectiveness of
this approach, significantly facilitating the process of schedul-
ing and allocating resources.

The structure of the paper is delineated as follows. Sec-
tion 2 provides a summary of related works across three do-
mains: resource allocation, management of partial differential
equation (PDE) solvers, and the establishment of metrics. Sec-
tion 3 presents the problem formulation from a mathematical
perspective. The subsequent chapter (4) details the application
utilised for evaluation and the hardware employed for computa-
tions. Section 5 focuses on the motivations that inspired the au-
thors in formulating the assumptions for this research. Chapter
6 discusses the evaluation of the Urban Air Pollution (UAP) ap-
plication’s performance and the definition of the CVOPTS met-
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ric. Chapter 7 introduces the prediction model concerning ap-1o:
plication execution and cluster utilisation costs. The final chap-1e
ter offers an evaluation of the prediction model, presenting anios
analysis aimed at finding a balance between high efficiency andios
the minimisation of resources (energy) required to execute theios
computational task. 106
107
108

2. Related work

109

Many scientific publications address the topic of computa-'"°
tional efficiency of the HPC systems in the context of low en-'"
ergy consumption [4, 5, 6]. The scope of topics covered is very'
broad, covering energy-aware scheduling in the context of re-'"
source allocation, data partitioning, and workflow scheduling'*
[7,8,9]. s

Performance and energy efficiency are analyzed together'®
presenting a great convergence. In the work [10], the authors'”
highlight that both performance and energy efficiency are closely™®
aligned with Moore’s Law. Over the past sixty years, the elec-'"®
trical efficiency of computation has approximately doubled ev-'2°
ery eighteen months, a rate of change that is comparable to'
the advancements seen in computer performance and electri-'2
cal efficiency during the microprocessor era. Their findings
indicate that since 1946, the energy efficiency of computation'?
has doubled roughly every 1.57 years. This rate of improve-iz
ment is slightly slower than that of personal computers (PCs),12s
which saw a doubling of efficiency every 1.52 years from 197512
to 2009. In the same period, the performance of PCs doubled:zr
approximately every 1.5 years. 128

In the context of this study, related works can be analysedizs
from the following perspectives: resource allocation, CFD ap-1so
plications and metrics that are defined and used for the purposes:
of comparing the achieved results. 132

133

2.1. Resource allocation 134

In the case of the work [11], which is a comparative study'®
of task scheduling in large parallel systems, the authors anal-'®°
yse the possibilities of minimising waiting time, response time, '’
and energy consumption, and maximizing the overall system'®
utilization. The study based on empirical results (22385 tasks)'*®
compares thirteen task scheduling policies to analyse their be-'%
haviour. The set of task scheduling policies includes priority-'*
based, first-fit, backfilling, and window-based policies, high-'%
lighting the strengths and weaknesses of different task schedul-'+
ing policies and helping to choose the most appropriate one'*
for a given computing scenario. The effectiveness of most job'®
scheduling policies is largely influenced by various workload'
characteristics, particularly the duration of job execution. The'"
significant degree of imbalance necessitates a deliberate selec-'*
tion of scheduling methods; for instance, narrow jobs are ide-'*
ally suited for the combination of MinET (minimum estimated'*
execution time) and SJF (smallest job first) with the FF (first™
fit) technique, whereas they are ill-suited for the MaxET (max-'%
imum estimated execution time) policy. Conversely, wide jobs'
may be executed on machines with lower performance and powe*
capabilities, allowing LJF-PE (largest job first - power efficiency’y®

2

to optimise energy consumption effectively. In parallel comput-
ing environments, resource management should not rely on a
singular policy but should instead adopt dynamic and adaptive
scheduling strategies.

The paper [12] elaborates an extensive overview of the ar-
chitectural, software, and algorithmic challenges associated with
energy-efficient workflow scheduling across single-core, multi-
core, and parallel architectures. Additionally, it presents a struc-
tured classification of algorithms found in the literature, cat-
egorised according to overarching optimisation goals and the
specific characteristics of applications. The authors emphasise
the importance of support resources that are heterogeneous and
dynamic, as dynamic changes in available resources can sig-
nificantly affect energy and time requirements and should be
carefully considered in scheduling. Similar to the previous pa-
per, here too it is suggested to enhance grids and clouds with
fast, dynamic, scalable, and adaptive management mechanisms
instead of static and inflexible manual solutions. This can be
done by developing new algorithms that leverage dependencies
between different tasks to allocate slack. Furthermore, schedul-
ing should take into account the adaptability of priorities as ex-
ecution progresses and user-defined goals.

2.2. Management of partial differential equation solvers

The study [13] introduces an elastic computational approach
that dynamically modifies the resources dedicated to the simu-
lation during execution. To determine the appropriate quantity
of resources necessary for executing a computational task, the
efficiency of communication is considered. Based on various
analytical evaluations, resources are subsequently increased or
decreased to align with this criterion, ultimately ensuring an ef-
fective simulation process. The communication performance
of CFD simulations is evaluated using real execution time mea-
surements using the TALP library [14]. The number of cores
needed to meet this goal is estimated on the fly, taking into ac-
count the performance target. If the number of cores for simu-
lation needs to be expanded or reduced, the workflow manager
(PyCOMPS [15]) interacts with SLURM, and once cores are
allocated, the CFD code is restarted, and the simulation contin-
ues.

The authors of the paper [16] examine the features of CFD
applications and develop a modelling approach that allows the
decomposition of these applications into multiple subtasks rep-
resented by Directed Acyclic Graphs (DAG). They subsequently
introduce a hierarchical framework for resource organisation
within a computational grid environment. In conclusion, they
address the scheduling strategy pertinent to the outlined sce-
nario and evaluate the proposed algorithm through simulation
experiments. The authors assert that the computational grid
is appropriate for CFD applications by segmenting it into nu-
merous sub-problems that can be addressed through distributed
computations with minimal communication frequency. It is
posited that several sub-problems derived from a single large-
scale CFD application can be executed in parallel as sub-tasks
within the grid framework, while also taking into account the
interdependencies among these sub-tasks.
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2.3. Metrics 210

A significant challenge lies in the development of clear met-?"!
rics that will definitively address which HPC system provides?'
superior capabilities while maintaining reasonable operational®™
costs. They focus on energy-aware techniques, tools, and archi-?'
tectures (clusters, grids, and clouds) used in high-performance?'®
computing. Namely, the paper [17] widely describes the op-?'®
timisation metrics used, including energy measurement tools,?"”
and benchmarking, forecasting, and simulation methods for the?'
described problem. The authors note that in terms of metrics de-2'°
signed for optimisation, numerous studies focus on the goal of**
reducing energy consumption while maintaining minimal im-?*'
pact on performance. This is typically achieved by identifying?®?
the specific application phases that present the greatest potential?®
for energy savings. Furthermore, there is a dearth of studies that®**
consider network and memory components in this context. The?®
authors highlight a significant gap in the literature regarding au-2*°
tomatic profiling and tuning for parallel applications running on?*’
hybrid systems that include both CPUs and GPUs. 28

The paper [18] introduces a vector-valued metric aimed at?®
enhancing efficiency in supercomputing. The metric is com-2®
posed of two scalar components: one representing performance®!
and the other denoting energy efficiency, emphasising the no-2
tion that energy is equally significant as performance. Notably,?*
the focus of the paper lies more on the dimensionality of the®*
metric space, advocating for the use of a vector metric, rather®s
than on the specific measurement protocols for obtaining each?
scalar value. An analysis conducts of the historical and cur-2’
rent state of the supercomputing industry in relation to efficient®®

supercomputing practices. 232
240

241

3. Problem formulation 42

In order to better understand the complexity of the problem,243
this chapter presents a formal definition of the optimization task™
of resource allocation on a computing cluster. “

The symbols used in the definition of the problem are sum-""
marized in the Table 1. =

For the sake of clarity in notation, we consider the proces-
sors to be arranged in a star configuration of set # of processing
elements i = 1,...,m. The processing elements are arranged
in £ units on T nodes. To choose the best configuration both
in terms of performance and energy, we consider various sets
P;CP,j=1,...,kof processing units. Each set ; is com-
posed of m; processing units (e.g. processor cores).

Based on the diversity of the computational environment,
three distinct types of star configurations can be identified, as
referenced in [19], [20] and [21]: Unrelated processors, Uni—248
form processors, and Identical processors. Presented analysis249
will focus on the last category, presuming that all processors_
and tasks share identical communication speeds and computa-
tional speeds. Therefore, for all Vp, epA;; = A,Cy; = C. Iden—zz;
tical processors can be perceived as a specific case of homoge-
neous processors, exemplified by the execution of the same par-253
allel program in a uniform environment with varying input data™

sets. To simplify the model, we ignore the issues related to the™
256

3

initial time of loading the code and data and sending them to the
individual processing units. However, we do take into account
the communication time between processors during processing.
The sequence of activating the processors is arbitrary. We as-
sume that all resources (processors) from the pool are available
and there are no constraints related to scheduling other tasks.
Due to the equal division of work (@;) and the efficiency of the
processors, all tasks are completed at the same time (;; = ;). It
is also assumed that the initial time of sending data to the pro-
cessors and returning the results (saving them to disk) is negli-
gible. Tasks are distributed in one cycle (single load).

The size of each chunk «; is the same for all processors in
P ;. For identical processors, the computation time for a; load
units is expressed as «;A. The communication time between
processing units under processing is considered and is repre-
sented as o ;C.

Utilising processors in #; incurs a cost (e.g. energy) of
fj + «a;l; for each of them. The final restriction considers the
memory capacity that should be restricted to B load units, the
load block must not exceed this limit, thus a; < B.

The problem entails a bi-criteria optimization scenario. The
two criteria under consideration are the schedule length, de-
noted by C,..y, and the cost associated with processor usage
(e.g. energy), represented by G = X jep (f; + @;l;), where
%’ refers to the set of processors in use. This bi-criteria op-
timisation problem can be simplified into two more basic prob-
lems: (i) the minimisation of C,,,, subject to the constraint that
G < G, and (ii) the minimisation of G subject to the condi-
tion that Cux < Cpay. Here, G signifies a predetermined upper
limit on the cost associated with the schedule, while C,,,, sig-
nifies a specified upper limit on the schedule length. Both sim-
plified problems can be addressed in polynomial time through
linear programming techniques, assuming that the set " of em-
ployed processors and their activation sequence are allowed to
vary without restriction.

The optimality criterion is schedule length (makespan) Cx =
max{c;}, where c; is task j completion time.

minimise Cyqy and G, subject to:

ogiC+ajA < Cha j=1... .« (D
Z(f_,wjl_,) < G i=1.. .« ()
- 0< a; <B j=1,...,« 3)

iaj =V Vjex “4)
i=1
XY, = |m] j=1,...,« ®)

In the above formulation constraint (1) guarantees that com-
putations and communications are performed in an admissible
interval for all P; sets. By inequality (2) total cost of the sched-
ule does not exceed the limit G. Given that the cost remains
constant for each processing unit C P, it suffices to aggregate
their values across all processing units (1,...,m;). The con-
straint (3) guarantees that the capacities of the memory buffers
will not be surpassed within the designated number of process-
ing units (#;) and the resultant size of task allocation (a;). By
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Description

Cj
Cmax = max{cj}

G =Y jep(fi+ajlj)

processing rate (reciprocal of speed) of P
fraction of load (mesh) assigned processing unit in set of P;
memory size of processor P

communication rate (reciprocal of bandwidth)
of the link from P; to cooperating processors

schedule length for P; processors
schedule length

total cost of the schedule on processors in set P

fi fixed part of the cost of using processors in P;

G an upper limit on cost G

K number of sets of processing units

l; coeflicient of the linear part of the cost of using P,

mj number of processing units in set of P;

P set of available processing units

Vad set of processing units participating in any computation

P set of processing units participating in the computation j

o communication load between any of the processors in set of P;
J and the cooperating processors

tij the time moment when #;; finishes computing

T number of nodes used in set of P;

Vv single load size

e number of i processing units per node Y

Table 1: List of symbols used in the problem formulation

equality (4) it is ensured that all the load is processed and iters
is true for all tested sets (P;). Due to the assumption of equalzs
division of tasks (@;; = a;) within given division of P;, it iszs
enough to sum the appropriate number of times (m;) the size ofzs
each load (;). Finally, an equality (5) provides the appropri-zss
ate granularity of resource selection, ensuring that all availablezss
processing units ({) within selected nodes ((;) will be utilizedzss
within a given number of resources m; in set of P;. 286

The mathematical approach presented is one of the possi-zsr
ble solutions to the problem of optimal selection of resourcessss
necessary for efficient execution of calculations. However, as-zss
suming the complexity of the mathematical process, in the fur-ze
ther part of the article we present an alternative method of itszer
determination for the CFD computational task. It consists inzse
empirical evaluation of the system performance and determina-zes
tion of a set of resources (#’) best in terms of performance andzes
minimal energy consumption. 205
296
297

4. Application and HPC system overview
298

4.1. Implementation domain: Urban air pollution model 299

For the current benchmark, the performance of the CFD™
module of the Urban Air Project (UAP) developed under the™”
HiDALGO?2 project [22] was utilised, which is based on the air

303

pollution model developed by Horvath et al. [23]. The Open-
FOAM based UAP-FOAM module implements the simulation
air flow and pollution spread using the air pollution model of
UAP [24]. The Reynolds-Averaged Navier Stokes equations
[25] are solved with weather-based boundary conditions for air
flow coupled with an advection-diffusion equation with traffic-
based source terms for pollution spread. A two step method is
used for the simulation: first, a simpleFoam based solver is used
to calculate a steady state for a specific time, which is used as
an initial condition for a pimpleFoam based solver, which sim-
ulates time evolution of wind speed and pollution distribution.

In this paper, we focus on the steady-state part with simple-
Foam, limiting the number of iterations for the solver to around
400-600 timeStep. However, it is worth remembering that we
base our results on the average time of a single timeStep. For
the geometry, the urban area of the Hungarian city, Gyor is
meshed, depicted on Figure 1. Boundary conditions are based
on weather conditions, provided by ECMWEF via the weather
service interface, polytope [26]. Also, pollution source is based
on traffic simulation and emission calculation using the COP-
ERT model [27]. The OpenFOAM version used in these inves-
tigations was com version v2112 [28]. Simulation results can
be observed in Figure 2.

The SCOTCH method is employed for work distribution
among processes through domain decomposition, utilizing the
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Figure 3: Visualisation of a sample cell having the form of a polyhedron that
creates the mesh for the model and covers 8 grid points and 1 face for the MPI
exchange

s scotch library included in the OpenFOAM distribution [29].
as This approach implements a weighing technique to partition
as the computational domain into segments, aiming to balance the
a7 sizes of these segments while minimising the number of in-
as terfaces between the decomposed sections. Consequently, the
ws quantity of faces at the inter-process boundaries significantly
a0 affects the time allocated for communication between neigh-
s bouring processes.
a12 In this finite volume simulation the simulation domain (the
a3 air around and within the city) is divided up to several polyhe-
aia dral cell volumes, hence the cell count of every mesh. Faces are
a5 considered the even surfaces on these cells (Figure 3). While
sie  internal faces connect two cells, external faces will count as
si7 boundaries, like ground and building. After domain decompo-
a1s  sition, internal faces may become communication patches be-
Figure 1: Buildings and ground surfaces of the city of Gydr within the high®® tween processors. The grid points of the mesh is made up from
resolution 3D mesh generated for benchmarking. Large scale (top) shows ur-s20  the cell vertex points.
ban area with ground (green) and buildings (grey). Local view (down) showsg,, Meshes used for these benchmarks are octree based and
2]13111‘52()26 elements for ground and building, as well as volume elements for ar e generated using the in-house SZE tool octreemesher. All
s2s  meshes use the same geometry, albeit at different resolutions,
a2s and are listed in Table 2. All input data including mesh, weather
a5 boundary and pollution source are precalculated and present in
as files for the benchmark.
a27 A finer mesh with smaller cells significantly influences sim-
a8 ulation accuracy by improving the resolution of flow features
a2 and enabling more precise capture of small-scale vortices, bound-
xo  ary layers, and turbulence structures, provided that grid refine-
a1 ment is appropriately applied in critical regions. For health
s impact assessments, pollutant concentrations are sampled at a
ws  height of 2 meters, where targeted grid refinement has been ap-
saa  plied to improve accuracy. The current vertical resolution near
ws  the ground is 1 meter for the high-cell-count mesh and 2 meters
xe  for the mid-cell-count mesh, resulting in a significant difference
a7 in the simulation outcomes.

Figure 2: Visualisation of simulation results of the UAP-FOAM model within

the city of Gy6r. Geometric representation of buildings (brown), ground (grey), Table 2: Total numbers of cells for different meshes for UAP
etc. come from the original city geometry, not the simulation mesh. Air flow
is depicted with streamlines, while vectors indicate flow direction. Pollution uxlow ulow mlow low mid high

concentration is indicated by the grey fog between the buildings. Lighter and
darker colours indicate lower and higher concentration of pollution.

36248 | 139937 | 228263 | 728162 | 3227275 | 14332247
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4.2. AMD EPYC cluster and software stack

In this work, we use the AMD-based cluster consisting of
40 nodes with two AMD EPYC 7763 CPUs of 64 cores each,
clocked at 2.45GHz, and 256GB of DDR4-3200. A single AMD
EPYC 7763 CPU features Thermal Design Power (TDP) at the
level of 280 W [30]. The system operates with SMT disabled
and turbo boost enabled. This cluster is interconnected with
InfiniBand HDR.

The OpenFOAM-based implementation of UAP module is
benchmarked. All OpenFOAM kernels are compiled with the
AOCC compiler [31] and linked against the MPI library pre-
installed by platform vendors (OpenMPI v.4.1.5). The AOCC
compiler (v.4.1.0) is used with the optimisation flag -03 and
architecture-specific compiler arguments -march=znver3 for
AMD EPYC Milan CPU.

5. Work motivation

The main objective of this study is to assess the performance
and energy implications of utilising varying quantities of com-
pute nodes within a 40-node cluster through benchmarking the
UAP model. To fulfil this objective, authors analyse and con-
trast execution duration, speed enhancements, instances of lin-
ear acceleration overshoot, costs associated with cluster utilisa-
tion, and projected total energy usage.

The execution time is measured by extracting the time stamps
written by OpenFOAM as “Execution Time” and subtracting
the first value from the last value of the OpenFoam simple-
Foam solver. In this way, the time spent on initialisation is dis-
carded, although the execution time of one iteration less is mea-
sured. The strong scaling measurement concerns the speedup
for a fixed problem size and a different number of nodes. Fur-
thermore, we outline a linear overshoot of the speedup, which
compares the linear speedup and the achieved strong scaling
speedup.

The utilisation cost of the cluster, measured in core-hours
(core-h), is accounted for execution time and the number of re-
served cores (one core-h represents the usage of one CPU core
for one hour). Since the energy measurement capabilities are
limited in the tested cluster, we propose to estimate the total
energy consumption assuming that TDP refers to the maximum
power requirements under load of each processor. As a result,
the total energy consumption is approximated by taking into
account the number of compute nodes used (number of proces-
sors), the execution time, and the TDP metric.

Figure 4 presents an example of experimental performance
results obtained for the UAP model by testing the mesh of size
with 14332247 cells. This figure depicts the performance-energy
comparison between different numbers of computing nodes, in-
cluding setups with 1, 2, 4, 16, 24, 32, and 40 nodes (128 up to
5120 cores).

The test revealed that the 32-node configuration achieved
the quickest execution time, approximately 39.38 seconds, as

illustrated in Figure 4a. This configuration demonstrates a per-ass
formance improvement of roughly 26.5 times when comparedss:
to the 1-node setup shown in Figure 4b. The 32-node config-sses

uration necessitates around 44.80 core-hours of computational

a

~
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124 8 16 24 32 40
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04— . . . .
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Figure 4: Performance results obtained for UAP of mesh size called high with
14332247 cells on a 40-node cluster, including a) execution time, b) measure-
ment of strong scaling, c) linear speedup surpass, and d) cluster cost utilisation

time and utilises approximately 0.196 kWh of energy, as de-
picted in Figure 4d.
The highest performance improvement is observed for the
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setup with 16 nodes (Figure 4b), reducing the calculation timeas
from 1043.93 to 45.31 seconds and accelerating the compu-ss
tation about 23.03x faster in comparison to 1 node. Conse-sso
quently, the achieved speedup races 1.44x the linear speedupsss
(Figure 4c), increasing the performance superlinearly. The to-s2
tal utilisation cost of the 16-node setup requires about 25.77ss
core-h, while the predicted total energy consumption is kept atass

the level of about 0.113 kWh (Figure 4d).
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As shown in Figure 4c and Figure 4d, the 8-node setup fea-ss
tures the best linear speedups surpass and cluster utilisationsss
cost. In this instance, the simpleFoam kernel is executed insss
83.8 seconds, achieving a super-linear speedup and acceleratingass
computations 12.45 times faster than a single node. It enhancesaso
the linear speedup by approximately 1.55 times. This compu-qe
tation consumes 23.83 core-hours and necessitates 0.104 kWhue

for resource utilisation and energy expenditure, respectively.
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The performed benchmark reveals that the 16-node setupsss
achieves desirable utilisation cost of the cluster and performancess
trade-offs, enabling both computing-faster and energy-save setupss
for the processed kernel. This setup features slightly slowerss

computation times than the 32-node configuration and also keeps

cluster utilisation costs close to the level of the 8-node out-
comes.

More precisely, employing 32 computing nodes compared
to the 16-node setup processes the simpleFoam kernel 1.15 times
faster. However, the cluster utilisation cost is 1.74x and it re-
quires 2x more nodes. In this comparison we can sum up, the
performance advantage from the 32-node setup seems to be in-
adequate compared to the incurred costs.

Furthermore, when comparing the 8-node configuration to
the 16-node arrangement, we observe that the cluster utilisa-
tion costs are nearly equivalent, with a slight preference for the
8-node setup. As anticipated, the 16-node configuration com-
pleted the computations 1.85 times more quickly, albeit requir-
ing double the number of nodes. Therefore, while the 8-node
setup incurs lower cluster utilisation costs, the computation du-
ration may restrict the overall performance benefits. Moreover,
given that this configuration demonstrates a significant super-
linear speedup exceeding 1.55 times the linear speedup, we an-
ticipate superior utilisation of HPC resources in comparison to
other node configurations.

6. Metric definition and application evaluation

The subsequent stage of our research will concentrate on
thoroughly examining the effects of various workloads and com-
putational duration on total energy consumption and perfor-
mance. This understanding will enable us to make more in-
formed choices regarding the optimisation of performance and
energy efficiency in computing systems. To reach this aim, the
CVOPTS (Core VOlume Points per TimeStep) metric is intro-

duced, which allows a direct comparison of the parallel effi-®
ciency for applications by testing different mesh sizes and num-*%°

bers of computing nodes. The CVOPTS metric is calculated as: “°
471

CVOPTS = cells per core ©)

timeStep

472

473

7

where the cells per core parameter refers to the average
number of mesh cells processed by every core while timeStep
means the average computation time of a single timeStep of the
simpleFoam kernel. This metric helps us estimate computing
efficiency for different mesh sizes, indicating better platform
utilisation for the higher CVOPTS level. The value of CVOPTS
depends on a series of factors, including hardware-/application-
specific features (see our previous works [32] for more details).

The results provided emphasise the alteration of grid size
and the quantity of computational nodes to identify local max-
ima, which signify the ideal configuration of cells per core and
the number of nodes. Table 3 shows cells assigned to a single
core considering a variety of mesh sizes and different numbers
of nodes. It outlines how the number of cells changes consider-
ing (i) a variety of mesh sizes and a fixed number of computing
resources (see rows in the table), as well as (ii) a fixed mesh
size and a different number of nodes (see columns in the table).
Table 4 presents measurements for the average execution time
of a single timeStep obtained for a variety of mesh sizes and
different numbers of nodes.

Table 3: Number of cells per core for a variety of mesh sizes and different
numbers of nodes

Mesh sizes
uxlow | ulow | mlow | low mid high
1 283 | 1093 | 1783 | 5689 | 25213 | 111971
_a;j 2 142 | 547 | 892 | 2844 | 12607 | 55985
el 4 71 273 | 446 | 1422 | 6303 | 27993
S| 8] 35 | 137 | 223 | 711 | 3152 | 13996
E 16 18 68 111 | 356 | 1576 | 6998
g 24 12 46 74 237 | 1051 4665
Z |32 9 34 56 178 | 788 3499
40 7 27 45 142 | 630 2799

Table 4: Average execution time [s] of a single timeStep for simpleFoam kernel

Mesh sizes
uxlow | ulow | mlow | low | mid | high
1 | 0.016 | 0.026 | 0.028 | 0.045 | 0.322 | 2.616
_c;j 2 | 0.020 | 0.027 | 0.035 | 0.039 | 0.140 | 1.057
€| 4 |0.022 | 0.034 | 0.038 | 0.030 | 0.080 | 0.428
S | 8 ]0.027 | 0.034 | 0.036 | 0.035 | 0.062 | 0.210
_ag 16 | 0.028 | 0.044 | 0.039 | 0.035 | 0.052 | 0.114
§ 24 | 0.036 | 0.041 | 0.050 | 0.036 | 0.057 | 0.101
Z | 321 0.034 | 0.045 | 0.047 | 0.046 | 0.058 | 0.099
40 | 0.042 | 0.049 | 0.060 | 0.051 | 0.066 | 0.120

Considering all cell configurations per core (presented in
Table 3) and performance measurements (described in Table 4),
we investigate the performance metric CVOPTS for the simple-
Foam kernel. Figure 5 and Figure 6 deliver the CVOPTS values
for a variety of mesh sizes obtained for a fixed amount of com-
puting resources. More precisely, Figure 5 illustrates CVOPTS
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Figure 5: CVOPTS performance metric for the simpleFoam kernel obtained by
testing a variety of mesh sizes on 1 node

obtained on 1 node, while Figure 6 expands proposed measure-sto

ments on the 2-, 4-, 8-, 16-, 24-, 32-, and 40-node setups, by
testing all meshes for every node setup individually.

As illustrated in Figure 5, CVOPTS increases until a turning
point (inflection point) and then decreases. The turning point is
observed for a small grid size. To explain the CVOPTS results, a
closer look at the hardware specifications and application fea-
tures is necessary. In our earlier scrutiny [32], we contend that a
reduction in the number of cells per core leads to an escalation
in the costs associated with MPI communication, thereby pro-
gressively constraining the potential performance that can be
attained. On the other hand, the increase in the number of cells
causes higher and higher demand on the cache and main mem-
ory subsystems. As a result, the overall performance becomes
increasingly limited through the data traffic between the cache
and main memory subsystems. Conversely, the turning point of
the CVOPTS curve presents a trade-off among MPI, cache, and
main memory concerning data traffic communication, thereby
facilitating optimal hardware utilisation. The findings presented
in this report suggest the ideal number of cells per core, which
aligns with a low grid size in a single-node configuration.

The CVOPTS curves show similar behaviour when testing
all meshes on different numbers of nodes separately (Figure 6).
However, we observe a drop in the CVOPTS trend between sub-""
sequent node setups. The configuration with a single node ex-
hibits the most favourable trend for CVOPTS, whereas an in-"°
crease in the number of nodes leads to a decline in the CVOPTS’
trend, culminating in the 40-node configuration, which presents515
the least beneficial trend for CVOPTS. N

The increasing demand for inter-node MPI communication”
may explain the observed decreasing CVOPTS trends for differ-"°
ent numbers of nodes. Figure 7 tracks the average number of
faces shared with other MPI processes depending on different™
numbers of nodes and the underlined mesh sizes. The larger521
number of nodes causes workload distribution across more cores
and requires more communication, resulting in the drop of the:j

8
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Figure 6: CVOPTS performance metric for the simpleFoam kernel obtained by
testing a variety of mesh sizes and different number of nodes
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Figure 7: The average number of faces shared with other MPI processors

Moreover, Figure 8 reveals the calculated trend of CVOPTS
for a fixed mesh size (high) obtained on different number of
nodes. The trend observed for CVOPTS exhibits a pattern akin
to that of the prior study: it rises to a certain peak before sub-
sequently declining. The results reported here indicate the op-
timal number of cells per core that refer to the 8-node setup
when processing the high mesh size. Consequently, the 8-node
setup features the data traffic trade-offs, resulting in increased
performance superlinearly where the improvement in execution
time is greater than the proportional increase in computing re-
sources. This occurs due to better cache utilization and lower
MPI communication costs. Following the previous examina-
tion, the MPI communication cost increases when more and
more cores (nodes) are used, consequently increasingly limit-
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ing CVOPTS for more than eight nodes. Opposite, utilising a di-
minishing number of nodes results in an increasing number of
cells per core, which escalates the demand for cache-memory
subsystems and constrains overall performance.
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Figure 8: CVOPTS performance metric for the simpleFoam kernel obtained by
testing a different number of computing nodes and a fixed mesh size

7. Prediction model of application execution and cluster util-
isation costs

The CVOPTS performance metric becomes essential for eval-
uating and balancing performance with energy consumption to
achieve cost-effective hardware configuration. It helps us to in-
dicate the best number of cells per core showing (i) how CVOPTS
varies with different meshes for a given node setup, and (ii) how
CVOPTS varies with the number of nodes for a fixed mesh size.
Based on the empirical results, we deliver the CVOPTS-based
prediction model that estimates the CVOPTS trendline to approx-
imate application runtime and cluster utilisation costs.

7.1. CVOPTS-based prediction model

The ultimate objective in addressing this challenge is to
create a regression-based model that utilises the CVOPTS mea-
surements collected from fixed node configurations and various
mesh sizes. This model aims to forecast the overall CVOPTS
trendline specific to a particular mesh size and differing node
quantities. To this end, we first select the CVOPTS measure-
ments that can be used as input data to fit the data within a
polynomial function. In our experiments, we emphasise that a
single-node setup does not incur any inter-node MPI data traf-
fic costs, while the experiments performed on eight and higher
numbers of nodes do not feature turning points of CVOPTS curves
for tested mesh sizes (see Figure 6). Consequently, we follow
the remaining CVOPTS measurements obtained on 2- and 4-node
setups that represent the trendline CVOPTS points for cells per
core of range [71, 55985] (see Table 3 and Figure 6).

Secondly, we develop the Python-based script using a NumPy'
library to reveal a nonlinear relationship between the selected®®?

9

CVOPTS measurements and cells per core. To achieve the goal
of the best fit curve and defining a polynomial function, we em-
ploy both poly1D and polyfit methods offered with the help
of the NumPy library and use decimal logarithmic transforma-
tions for input data. As a result, this investigation enables us to
apply a polynomial function model to the equation formulated
in the following manner:

F(x) =498x5 + 3939x° — 146400* + 10870001
— 3514000x% + 5292000 + 3036000

In our example, we propose to fit a polynomial of degree 6 to
capture the underlying trend of CVOPTS. It refers to the relation-
ship between the cells per core of range [71, 55985] and their
CVOPTS measurement points of 2-/4-node setups. Figure 9a il-
lustrates the CVOPTS trendline based on the fitted model.

a
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Figure 9: The CVOPTS-based prediction model: a) polynomial regression fitted
on 2-/4-node outcomes, and b) model examination for mesh size high and dif-
ferent numbers of node-setups

The defined fit function of the CVOPTS trendline enables the
approximation of the value of CVOPTS for a given mesh size
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and the various numbers of nodes. However, the approximation
is constrained to the range [71, 55985] of cells per core. There-
fore, for example, let’s focus on a large grid size with 14332247
cells (see Table 3), we will limit the range of node configura-
tions specifying the minimum and maximum number of cores
to 256 ~ 143247 and 201862 ~ 433247 respectively. This
specifies a range of [2,1577] in the number of nodes that need
to be considered, assuming 2x64 cores per node.

Figure 9b demonstrates the prediction results of CVOPTS for
the high mesh size and 2, 4, 8, 16, 24, 32, and 40-node setups
compared to real outcomes obtained during tests. As expected,
the prediction fits perfectly for 2-node and 4-node setups since
the applied regression model is trained based on the 2-node
and 4-node CVOPTS points. However, for an increasing number
of nodes, the CVOPTS-based regression model predicts CVOPTS
points that are increasingly different from the obtained results.
Note that despite the increasing prediction error, the predicted
CVOPTS trendline shows a similar behaviour to the actual re-
sults: it increases until a turning point and then decreases.

7.2. Faces-based extension for prediction model

To explain the increasing prediction error of the approxi-
mated CVOPTS curve, a closer look at the MPI data traffic be-
tween MPI processors is required. Following the CVOPTS-based
prediction model that approximates CVOPTS for a given mesh__
size and the various numbers of nodes, we examine the datam
traffic exchange of the faces shared between MPI processors by
fixing the mesh sizes and testing different numbers of nodes.

As illustrated in Figure 7 and Figure 10a, the volume of623
faces exchange with other MPI processors radically increases_,
when applying more nodes for a given problem size. Since_,
the proposed CVOPTS-based prediction model is based on 2-/4-_
node setups, the increased communication costs for more nodes_,
are not correlated with the prediction. Consequently, it gen-_
erates increasing prediction error of the approximated CVOPTS __
curve. To overcome this limitation, we propose to calibrate the
CVOPTS-based prediction model by including communication__
costs in the estimates. oo

The communication costs can be modelled as the faces traf-__
fic ratio that reveals how faces volume grows for the increased
number of nodes. The faces traffic ratio is calculated separately
for every mesh size by dividing the total number of faces ob-__
tained on subsequent node-setups by the total number of faces
from the 4-node setup used in the proposed CVOPTS-based pre-
diction model. Figure 10b shows the faces traffic ratio calcu-
lated for all underlined mesh sizes and 4-, 8-, 16-, 24-, 32-, and
40-node setups. In addition, following the obtained measure-
ments, we apply the linear regression model that attempts to
simulate the relationship between the faces traffic ratio and the
number of nodes (Figure 10). As a result, this linear regression
simulates the curve of faces traffic ratio for 4 to 40 nodes.

For the purpose of this work, the predicted curve of the faces
traffic ratio is experimentally used for calibrating the CVOPTS-
based prediction model. To reach this aim, we propose reducing
the predicted CVOPTS by the factor of the estimated ratio for
faces traffic. For a predetermined problem size, the CVOPTS-s3s
based prediction model calculates the CVOPTS curve, which isess
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Figure 10: The data traffic volume of the faces shared between MPI processors
(a), and the faces traffic ratio calculated in comparison to 4-node setup (b)

subsequently allocated to various node counts based on the grid
dimensions and the number of cells designated per core. Each
node configuration undergoes calibration of the CVOPTS predic-
tion through the introduced faces-based extension, which in-
volves decreasing its value in accordance with the face ratio
factor.

Figure 11 demonstrates the prediction results of the CVOPTS-
based model with enabled faces-based extension for the high
mesh size and 2-, 4-, 8-, 16-, 24-, 32-, and 40-node setups. The
predicted outcomes are examined with comparison to real mea-
surements collected during the testing process.

As shown in Figure 11, the predicted trendline CVOPTS be-
haves similarly to the actual measurements: it increases un-
til a turning point and then decreases. Furthermore, the pro-
posed calibration enables reducing prediction error of the ap-
proximated CVOPTS curve. Table 5 shows the relative errors of
the CVOPTS values to the estimated values from the prediction
model as well as the faces-based extension method.

Table 5: The relative errors El,,; and E2,, between the measurement of
CVOPTS and the estimated values from the prediction model and the faces-
based extension method

#Nodes | 2 4 8 16 24 32 40
El,; |0.6] 28 |254|41.0|76.6| 110.7 | 192.8
E2., 44106 | 87 |225|220| 22.3 7.3

8. Pursuing performance-energy trade-off

This section aims to assess the proposed prediction model
and investigates the performance-energy trade-off. We exam-
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688
ine the proposed prediction model by testing a new mesh size__

consisting of 21673212 cells in total. To this end, the CVOPTS-690
based prediction model calculates the CVOPTS curve following
the predetermined problem sizes (see Table 3). The indicated
polynomial regression function for CVOPTS is associated with__
various node counts based on the new mesh size and the num-_
ber of cells designated per core. Then, the CVOPTS trendline is__
calibrated through the introduced faces-based extension, which
involves decreasing its value by the face ratio factor. As a result,
we predict the CVOPTS values for 4 to 40 nodes when perform-%
ing the 21673212 cells (Figure 12a). o7
The performed model reveals the node-setups that feature
the highest CVOPTS values, including the top 5 configurations_
with 9, 10, 8, 11, or 7 nodes. In contrast, the CVOPTS values700
decrease when using larger and smaller numbers of nodes than,_
select top 5 setups. To examine the predicted values, we per-_
form tests for different node-setups with special emphasis on,_
the top 5 list. As shown in Figure 12a, the predicted values,
of CVOPTS fit the real measurements, where the best results are,
obtained for 8- and 7-node setups. 206
According to the CVOPTS performance metric (see equation,
(6)), we propose to estimate application execution time for a
single timeStep, and then approximate the cluster utilisation_
costs. The Estimated execution Time of a single timeStep (ETS)_ |

can be simply defined for every node-setup as: .

cells per core e

ETS =
CVOPTS

713
714
where the cells per core parameter is associated with the num-7s
ber of applied nodes and calculated based on a given mesh sizeze
and the number of cells designated per core, while CVOPTS7;
brings the predicted values from the proposed model. Conse-7:s
quently, the utilisation cost of the cluster for a single timeStepzs
is approximated as the product of ETS and the total number of7z
cores. Furthermore, the total energy consumption is defined asz:

11

the product of ETS, the number of applied nodes, and doubled
TDP (assuming two CPUs per node and TDP = 280 for used
Milan-based CPUs [30]).

Figures 12b and 12c demonstrate both the estimation for
application execution time and approximation of cluster utili-
sation cost for a single time step and mesh size with 21673212
cells. In addition, these figures reveal the comparison between
prediction and real measurements. As shown in figures 12b,
the shortest execution time is indicated for the 40-node setup
considering both prediction outcomes and real measurements.
The performed tests reveal that application execution time esti-
mation fits runtime measurements. It should be noted that we
observe relatively negligible performance improvements when
employing more and more nodes, starting from around the 16-
node setup. Conversely, notable improvements in performance
are evident for node configurations comprising as many as 16
nodes.

Investigating results of the cluster utilisation costs (see Fig-
ure 12c), the lowest costs are observed for node-setups with
around 7-9 nodes considering both prediction outcomes and
real measurements. For a higher and smaller number of nodes,
the costs of cluster utilisation increase significantly. The pre-
dicted costs trendline shows similar behaviour to the actual re-
sults. However, the prediction error for the cluster utilisation
cost seems to be larger compared to CVOPTS and application
execution estimations. We underline that this prediction error
depends mainly on differences between the predicted and mea-
sured time of a single timeStep and then is further expanded by
the numbers of nodes/cores and/or TDP parameters.

9. Conclusions

This work investigates the significance of energy efficiency
in high-performance computing, emphasising the necessity for
sustainable approaches that reduce carbon emissions while en-
suring optimal computational performance. The analysis is con-
ducted using the Urban Air Pollution model implemented in
OpenFOAM. A test environment comprising 40 nodes, each
equipped with two AMD EPYC 7763 processors, was selected
for this research. Initially, the study compared execution times,
speedups, cluster usage costs, and estimated total energy con-
sumption across various problem sizes. The findings enabled
conclusions regarding the impact of different workloads and
computational duration on overall energy consumption and per-
formance.

To enhance the comparison of performance and energy ef-
ficiency among computing systems, the metric CVOPTS was in-
troduced, representing the average number of grid cells pro-
cessed per core, while timeStep indicates the average computa-
tion time for a single timeStep of the simpleFoam kernel. This
metric is essential for assessing and optimising performance in
relation to power consumption, thereby facilitating the develop-
ment of a cost-efficient hardware configuration. Furthermore,
CVOPTS served as the foundation for developing a regression-
based model designed to forecast the overall CVOPTS trend line
pertinent to a specific grid size and varying quantities of nodes.
To increase the prediction accuracy, the regression model was
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extended with an important aspect related to inter-node com-
munication.

In order to validate the assumptions established, the antici-
pated outcomes are verified through a comparison with the ac-
tual measurements obtained during the testing phase. This anal-
ysis identified the node configurations exhibiting the highest
CVOPTS values, specifically highlighting the top five configura-
tions consisting of 9, 10, 8, 11, or 7 nodes. Nevertheless, it was
observed that the CVOPTS values diminish when employing ei-
ther a greater or fewer number of nodes than those found in the
selected top five configurations. On the top of that, utilising the
CVOPTS metric, a proposal was made to evaluate the application
execution time for a single timeStep (ETS), which subsequently
enabled the estimation of the costs associated with utilising the
entire cluster.

The analysis of the forecasting outcomes alongside actual
measurements indicates that the most economical configura-
tions are those comprising approximately 7 to 9 nodes. In con-
trast, other configurations of computing nodes exhibit consid-
erably elevated cluster utilisation costs. Furthermore, the fore-
casting error associated with cluster utilisation costs appears to
be more pronounced when compared to the estimates provided
by CVOPTS and application execution. This discrepancy is pri-
marily due to the variations between the anticipated and actual
duration of a single time step, which is exacerbated by the rising
number of nodes/cores and TDP parameters.
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