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bCzestochowa University of Technology, Dąbrowskiego 69, 42-201 Częstochowa, Poland
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lores the importance of performance-energy correlation for CFD codes, highlighting the need for sustain
f clusters. The prime goal includes the optimisation of selecting and predicting the optimal number of comp
ce energy consumption and/or improve calculation time. In this work, the utilisation cost of the cluster,
is used as a crucial factor in energy consumption and selecting the optimal number of computational no

cted on the cluster with AMD EPYC Milan-based CPUs and OpenFOAM application using the Urban Air
er to investigate performance-energy correlation on the cluster, the CVOPTS (Core VOlume Points per T

duced, which allows a direct comparison of the parallel efficiency for applications in modern HPC architectu
es essential for evaluating and balancing performance with energy consumption to achieve cost-effective
The results were confirmed by numerous tests on a 40-node cluster, considering representative grid sizes.

results, a prediction model was derived that takes into account both the computational and communication
. The research reveals the impact of the AMD EPYC architecture on superspeedup, where performance
ith the addition of more computational resources. This phenomenon enables a priori the prediction of perf
ffs (computing-faster or energy-save setups) for a specific application scenario, through the utilisation o
omputing nodes.

D performance, energy efficiency, CVOPTS metric, prediction model, HPC computation

on

nship between performance and energy consump-
tational fluid dynamics (CFD) codes has become
main of research investigation, especially in light
emphasis on sustainable computing and efficient
erformance Computing (HPC) clusters. As su-
evolve to tackle increasingly complex problems,
emands escalate exponentially, posing significant
d environmental challenges [1].
y, the primary focus has been on establishing per-
ted metrics for these codes, which are evaluated
putational speed (e.g. FLOPS), accuracy, and
owever, due to the growing financial and envi-
lications of energy consumption [2], new met-

ider energy efficiency in addition to traditional
ssessments are increasingly being considered [3].
ent poses an additional challenge for researchers

eating algorithms that are optimised not only for
for minimising energy consumption. This in-

es such as energy-aware scheduling, load balanc-
menting energy-efficient numerical methods.
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This study aims to address the research question22

ing the optimal selection of resources within a hom23

computing cluster, specifically in relation to perform24

energy efficiency for Computational Fluid Dynamics (25

plications, which directly influences the associated op26

costs. To evaluate and compare application perform27

different hardware configurations, the CVOPTS metric28

posed, which takes into account different mesh sizes29

bers of computing nodes. This enabled the creation30

plied predictive model that enables the selection of31

hardware configuration taking into account two crite32

formance and resource consumption (energy). Nume33

dation tests have been performed to confirm the effecti34

this approach, significantly facilitating the process of35

ing and allocating resources.36

The structure of the paper is delineated as follo37

tion 2 provides a summary of related works across38

mains: resource allocation, management of partial di39

equation (PDE) solvers, and the establishment of met40

tion 3 presents the problem formulation from a math41

perspective. The subsequent chapter (4) details the ap42

utilised for evaluation and the hardware employed for43

tions. Section 5 focuses on the motivations that inspire44

thors in formulating the assumptions for this research45

6 discusses the evaluation of the Urban Air Pollution (46

plication’s performance and the definition of the CVO47

d to Elsevier Febru
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ric. Chapter 7 introduces the prediction model concerning ap-48
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valuation of the prediction model, presenting an
at finding a balance between high efficiency and

on of resources (energy) required to execute the
task.

rk

ntific publications address the topic of computa-
y of the HPC systems in the context of low en-

tion [4, 5, 6]. The scope of topics covered is very
g energy-aware scheduling in the context of re-
ion, data partitioning, and workflow scheduling

ce and energy efficiency are analyzed together
reat convergence. In the work [10], the authors
oth performance and energy efficiency are closely
oore’s Law. Over the past sixty years, the elec-

y of computation has approximately doubled ev-
onths, a rate of change that is comparable to

ents seen in computer performance and electri-
during the microprocessor era. Their findings
ince 1946, the energy efficiency of computation
oughly every 1.57 years. This rate of improve-
y slower than that of personal computers (PCs),
oubling of efficiency every 1.52 years from 1975
e same period, the performance of PCs doubled
every 1.5 years.

text of this study, related works can be analysed
wing perspectives: resource allocation, CFD ap-
metrics that are defined and used for the purpose
the achieved results.

allocation

of the work [11], which is a comparative study
ling in large parallel systems, the authors anal-

ilities of minimising waiting time, response time,
nsumption, and maximizing the overall system
e study based on empirical results (22385 tasks)
een task scheduling policies to analyse their be-
set of task scheduling policies includes priority-
, backfilling, and window-based policies, high-
engths and weaknesses of different task schedul-
nd helping to choose the most appropriate one
mputing scenario. The effectiveness of most job
licies is largely influenced by various workload
, particularly the duration of job execution. The
ree of imbalance necessitates a deliberate selec-
ling methods; for instance, narrow jobs are ide-
the combination of MinET (minimum estimated

e) and SJF (smallest job first) with the FF (first
whereas they are ill-suited for the MaxET (max-
d execution time) policy. Conversely, wide jobs

ed on machines with lower performance and power
lowing LJF-PE (largest job first - power efficiency)

singular policy but should instead adopt dynamic and103

scheduling strategies.104

The paper [12] elaborates an extensive overview105

chitectural, software, and algorithmic challenges assoc106

energy-efficient workflow scheduling across single-co107

core, and parallel architectures. Additionally, it presen108

tured classification of algorithms found in the litera109

egorised according to overarching optimisation goal110

specific characteristics of applications. The authors e111

the importance of support resources that are heterogen112

dynamic, as dynamic changes in available resources113

nificantly affect energy and time requirements and s114

carefully considered in scheduling. Similar to the pre115

per, here too it is suggested to enhance grids and clo116

fast, dynamic, scalable, and adaptive management me117

instead of static and inflexible manual solutions. Th118

done by developing new algorithms that leverage depe119

between different tasks to allocate slack. Furthermore,120

ing should take into account the adaptability of priorit121

ecution progresses and user-defined goals.122

2.2. Management of partial differential equation solv123

The study [13] introduces an elastic computational124

that dynamically modifies the resources dedicated to125

lation during execution. To determine the appropriate126

of resources necessary for executing a computational127

efficiency of communication is considered. Based o128

analytical evaluations, resources are subsequently inc129

decreased to align with this criterion, ultimately ensur130

fective simulation process. The communication per131

of CFD simulations is evaluated using real execution t132

surements using the TALP library [14]. The number133

needed to meet this goal is estimated on the fly, takin134

count the performance target. If the number of cores135

lation needs to be expanded or reduced, the workflow136

(PyCOMPS [15]) interacts with SLURM, and once137

allocated, the CFD code is restarted, and the simulatio138

ues.139

The authors of the paper [16] examine the feature140

applications and develop a modelling approach that a141

decomposition of these applications into multiple subt142

resented by Directed Acyclic Graphs (DAG). They sub143

introduce a hierarchical framework for resource org144

within a computational grid environment. In conclus145

address the scheduling strategy pertinent to the outl146

nario and evaluate the proposed algorithm through s147

experiments. The authors assert that the computati148

is appropriate for CFD applications by segmenting i149

merous sub-problems that can be addressed through d150

computations with minimal communication frequen151

posited that several sub-problems derived from a sing152

scale CFD application can be executed in parallel as153

within the grid framework, while also taking into ac154

interdependencies among these sub-tasks.155
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nt challenge lies in the development of clear met-
efinitively address which HPC system provides
ilities while maintaining reasonable operational

cus on energy-aware techniques, tools, and archi-
ers, grids, and clouds) used in high-performance
amely, the paper [17] widely describes the op-

trics used, including energy measurement tools,
king, forecasting, and simulation methods for the
lem. The authors note that in terms of metrics de-
imisation, numerous studies focus on the goal of
gy consumption while maintaining minimal im-
mance. This is typically achieved by identifying
plication phases that present the greatest potential
ings. Furthermore, there is a dearth of studies that
ork and memory components in this context. The
ht a significant gap in the literature regarding au-

ng and tuning for parallel applications running on
s that include both CPUs and GPUs.
[18] introduces a vector-valued metric aimed at
ciency in supercomputing. The metric is com-
calar components: one representing performance
denoting energy efficiency, emphasising the no-
y is equally significant as performance. Notably,
he paper lies more on the dimensionality of the
advocating for the use of a vector metric, rather
ecific measurement protocols for obtaining each
An analysis conducts of the historical and cur-
e supercomputing industry in relation to efficient
g practices.

rmulation

better understand the complexity of the problem,
esents a formal definition of the optimization task
ocation on a computing cluster.
ls used in the definition of the problem are sum-
Table 1.
e of clarity in notation, we consider the proces-

nged in a star configuration of set P of processing
1, . . . ,m. The processing elements are arranged
Υ nodes. To choose the best configuration both
rformance and energy, we consider various sets
1, . . . , κ of processing units. Each set P j is com-
ocessing units (e.g. processor cores).
the diversity of the computational environment,
types of star configurations can be identified, as
[19], [20] and [21]: Unrelated processors, Uni-
rs, and Identical processors. Presented analysis
the last category, presuming that all processors
e identical communication speeds and computa-
Therefore, for all ∀Pi j∈PAi j = A,Ci j = C. Iden-
s can be perceived as a specific case of homoge-

ors, exemplified by the execution of the same par-
in a uniform environment with varying input data
ify the model, we ignore the issues related to the

the communication time between processors during pr212

The sequence of activating the processors is arbitrary213

sume that all resources (processors) from the pool are214

and there are no constraints related to scheduling oth215

Due to the equal division of work (α j) and the efficien216

processors, all tasks are completed at the same time (ti217

is also assumed that the initial time of sending data to218

cessors and returning the results (saving them to disk)219

gible. Tasks are distributed in one cycle (single load).220

The size of each chunk α j is the same for all proc221

P j. For identical processors, the computation time fo222

units is expressed as α jA. The communication time223

processing units under processing is considered and224

sented as σ jC.225

Utilising processors in P j incurs a cost (e.g. e226

f j + α jl j for each of them. The final restriction cons227

memory capacity that should be restricted to B load228

load block must not exceed this limit, thus α j ≤ B.229

The problem entails a bi-criteria optimization scen230

two criteria under consideration are the schedule le231

noted by Cmax, and the cost associated with process232

(e.g. energy), represented by G =
∑

j∈P′ ( f j + α jl233

P′ refers to the set of processors in use. This bi-cr234

timisation problem can be simplified into two more ba235

lems: (i) the minimisation of Cmax subject to the const236

G ≤ G, and (ii) the minimisation of G subject to th237

tion that Cmax ≤ Cmax. Here, G signifies a predetermin238

limit on the cost associated with the schedule, while239

nifies a specified upper limit on the schedule length. B240

plified problems can be addressed in polynomial time241

linear programming techniques, assuming that the set242

ployed processors and their activation sequence are a243

vary without restriction.244

The optimality criterion is schedule length (makesp245

max{c j}, where c j is task j completion time.246

minimise Cmax and G, subject to:247

σ jC + α jA ≤ Cmax j = 1, . . . , κ
m j∑

i=1

( f j + α jl j) ≤ G j = 1, . . . , κ

0 ≤ α j ≤ B j = 1, . . . , κ
m j∑

i=1

α j = V ∀ j ∈ κ

ζ × Υ j = | m j | j = 1, . . . , κ

In the above formulation constraint (1) guarantees248

putations and communications are performed in an a249

interval for all P j sets. By inequality (2) total cost of t250

ule does not exceed the limit G. Given that the cos251

constant for each processing unit ⊂ P, it suffices to a252

their values across all processing units (1, . . . ,m j).253

straint (3) guarantees that the capacities of the memor254

will not be surpassed within the designated number of255

ing units (P j) and the resultant size of task allocation256
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Symbol Description

equality (4) it257

is true for all258

division of tas259

enough to sum260

each load (α j)261
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within a given264

The mathe265

ble solutions t266

necessary for267
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he Open-
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A processing rate (reciprocal of speed) of P
α j fraction of load (mesh) assigned processing unit in set of P j

B memory size of processor P

C
communication rate (reciprocal of bandwidth)
of the link from Pi to cooperating processors

c j schedule length for P j processors
Cmax = max{c j} schedule length

G =
∑

j∈P′ ( f j + α jl j) total cost of the schedule on processors in set P j

f j fixed part of the cost of using processors in P j

G an upper limit on cost G
κ number of sets of processing units
l j coefficient of the linear part of the cost of using P j

m j number of processing units in set of P j

P set of available processing units
P′ set of processing units participating in any computation
P j set of processing units participating in the computation j

σ j
communication load between any of the processors in set of P j

and the cooperating processors

ti j the time moment when Pi j finishes computing
Υ j number of nodes used in set of P j

V single load size
ζ number of i processing units per node Υ

Table 1: List of symbols used in the problem formulation

is ensured that all the load is processed and it
tested sets (P j). Due to the assumption of equal
ks (αi j = α j) within given division of P j, it is
the appropriate number of times (m j) the size of

. Finally, an equality (5) provides the appropri-
of resource selection, ensuring that all available

its (ζ) within selected nodes (Υ j) will be utilized
number of resources m j in set of P j.
matical approach presented is one of the possi-
o the problem of optimal selection of resources
efficient execution of calculations. However, as-
mplexity of the mathematical process, in the fur-
e article we present an alternative method of its
for the CFD computational task. It consists in

uation of the system performance and determina-
resources (P′) best in terms of performance and

y consumption.

n and HPC system overview

tation domain: Urban air pollution model

rrent benchmark, the performance of the CFD
Urban Air Project (UAP) developed under the

roject [22] was utilised, which is based on the air

pollution model developed by Horváth et al. [23]. T279

FOAM based UAP-FOAM module implements the s280

air flow and pollution spread using the air pollution281

UAP [24]. The Reynolds-Averaged Navier Stokes282

[25] are solved with weather-based boundary conditio283

flow coupled with an advection-diffusion equation wi284

based source terms for pollution spread. A two step m285

used for the simulation: first, a simpleFoam based solv286

to calculate a steady state for a specific time, which i287

an initial condition for a pimpleFoam based solver, w288

ulates time evolution of wind speed and pollution dist289

In this paper, we focus on the steady-state part wit290

Foam, limiting the number of iterations for the solver291

400-600 timeStep. However, it is worth rememberin292

base our results on the average time of a single timeS293

the geometry, the urban area of the Hungarian city294

meshed, depicted on Figure 1. Boundary conditions295

on weather conditions, provided by ECMWF via the296

service interface, polytope [26]. Also, pollution source297

on traffic simulation and emission calculation using298

ERT model [27]. The OpenFOAM version used in the299

tigations was com version v2112 [28]. Simulation re300

be observed in Figure 2.301

The SCOTCH method is employed for work di302

among processes through domain decomposition, uti303

4
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Figure 1: Buildin
resolution 3D me
ban area with gro
surface elements
(blue).

Figure 2: Visualis
the city of Győr. G
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ation of simulation results of the UAP-FOAM model within
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e original city geometry, not the simulation mesh. Air flow
treamlines, while vectors indicate flow direction. Pollution

ndicated by the grey fog between the buildings. Lighter and
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cell
f ace s

Figure 3: Visualisation of a sample cell having the form of a poly
creates the mesh for the model and covers 8 grid points and 1 face
exchange

scotch library included in the OpenFOAM distribut304

This approach implements a weighing technique to305

the computational domain into segments, aiming to ba306

sizes of these segments while minimising the numb307

terfaces between the decomposed sections. Consequ308

quantity of faces at the inter-process boundaries sig309

affects the time allocated for communication betwee310

bouring processes.311

In this finite volume simulation the simulation do312

air around and within the city) is divided up to severa313

dral cell volumes, hence the cell count of every mesh.314

considered the even surfaces on these cells (Figure 3315

internal faces connect two cells, external faces will316

boundaries, like ground and building. After domain d317

sition, internal faces may become communication pa318

tween processors. The grid points of the mesh is made319

the cell vertex points.320

Meshes used for these benchmarks are octree b321

are generated using the in-house SZE tool octreeme322

meshes use the same geometry, albeit at different res323

and are listed in Table 2. All input data including mesh324

boundary and pollution source are precalculated and p325

files for the benchmark.326

A finer mesh with smaller cells significantly influe327

ulation accuracy by improving the resolution of flow328

and enabling more precise capture of small-scale vortic329

ary layers, and turbulence structures, provided that gr330

ment is appropriately applied in critical regions. F331

impact assessments, pollutant concentrations are sam332

height of 2 meters, where targeted grid refinement has333

plied to improve accuracy. The current vertical resolu334

the ground is 1 meter for the high-cell-count mesh and335

for the mid-cell-count mesh, resulting in a significant d336

in the simulation outcomes.337

Table 2: Total numbers of cells for different meshes for UA

uxlow ulow mlow low mid
36248 139937 228263 728162 3227275 14
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4.2. AMD EPYC cluster and software stack338
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two AMD EPYC 7763 CPUs of 64 cores each,
GHz, and 256GB of DDR4-3200. A single AMD
PU features Thermal Design Power (TDP) at the

[30]. The system operates with SMT disabled
st enabled. This cluster is interconnected with
R.
OAM-based implementation of UAP module is
All OpenFOAM kernels are compiled with the

ler [31] and linked against the MPI library pre-
atform vendors (OpenMPI v.4.1.5). The AOCC
1.0) is used with the optimisation flag -O3 and
ecific compiler arguments -march=znver3 for
ilan CPU.

ivation

bjective of this study is to assess the performance
plications of utilising varying quantities of com-
thin a 40-node cluster through benchmarking the
To fulfil this objective, authors analyse and con-

duration, speed enhancements, instances of lin-
n overshoot, costs associated with cluster utilisa-
cted total energy usage.

tion time is measured by extracting the time stamps
enFOAM as “Execution Time” and subtracting
from the last value of the OpenFoam simple-

n this way, the time spent on initialisation is dis-
gh the execution time of one iteration less is mea-
ong scaling measurement concerns the speedup
blem size and a different number of nodes. Fur-
outline a linear overshoot of the speedup, which
linear speedup and the achieved strong scaling

tion cost of the cluster, measured in core-hours
counted for execution time and the number of re-
one core-h represents the usage of one CPU core

Since the energy measurement capabilities are
tested cluster, we propose to estimate the total
ption assuming that TDP refers to the maximum

ments under load of each processor. As a result,
y consumption is approximated by taking into
mber of compute nodes used (number of proces-
ution time, and the TDP metric.
resents an example of experimental performance
d for the UAP model by testing the mesh of size
cells. This figure depicts the performance-energy

tween different numbers of computing nodes, in-
with 1, 2, 4, 16, 24, 32, and 40 nodes (128 up to

vealed that the 32-node configuration achieved
xecution time, approximately 39.38 seconds, as
igure 4a. This configuration demonstrates a per-
rovement of roughly 26.5 times when compared
setup shown in Figure 4b. The 32-node config-
itates around 44.80 core-hours of computational
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time and utilises approximately 0.196 kWh of energ393

picted in Figure 4d.394

The highest performance improvement is observe395
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setup with 16 nodes (Figure 4b), reducing the calculation time396

from 1043.93 to 45.31 seconds and accelerating the compu-397

tation about 2398

quently, the a399
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3.03x faster in comparison to 1 node. Conse-
chieved speedup races 1.44x the linear speedup
creasing the performance superlinearly. The to-
cost of the 16-node setup requires about 25.77
the predicted total energy consumption is kept at
out 0.113 kWh (Figure 4d).
in Figure 4c and Figure 4d, the 8-node setup fea-
linear speedups surpass and cluster utilisation

instance, the simpleFoam kernel is executed in
achieving a super-linear speedup and accelerating
12.45 times faster than a single node. It enhances
dup by approximately 1.55 times. This compu-
es 23.83 core-hours and necessitates 0.104 kWh
tilisation and energy expenditure, respectively.
rmed benchmark reveals that the 16-node setup
able utilisation cost of the cluster and performance
bling both computing-faster and energy-save setup
sed kernel. This setup features slightly slower
mes than the 32-node configuration and also keeps
tion costs close to the level of the 8-node out-

isely, employing 32 computing nodes compared
setup processes the simpleFoam kernel 1.15 times
er, the cluster utilisation cost is 1.74x and it re-
e nodes. In this comparison we can sum up, the
dvantage from the 32-node setup seems to be in-
pared to the incurred costs.
re, when comparing the 8-node configuration to
rrangement, we observe that the cluster utilisa-
nearly equivalent, with a slight preference for the
As anticipated, the 16-node configuration com-
putations 1.85 times more quickly, albeit requir-
number of nodes. Therefore, while the 8-node

wer cluster utilisation costs, the computation du-
trict the overall performance benefits. Moreover,
configuration demonstrates a significant super-
exceeding 1.55 times the linear speedup, we an-

or utilisation of HPC resources in comparison to
figurations.

nition and application evaluation

quent stage of our research will concentrate on
mining the effects of various workloads and com-
ation on total energy consumption and perfor-
understanding will enable us to make more in-
s regarding the optimisation of performance and
cy in computing systems. To reach this aim, the
VOlume Points per TimeStep) metric is intro-

allows a direct comparison of the parallel effi-
lications by testing different mesh sizes and num-
ting nodes. The CVOPTS metric is calculated as:

CVOPTS =
cells per core

timeS tep
(6)

means the average computation time of a single timeS450

simpleFoam kernel. This metric helps us estimate c451

efficiency for different mesh sizes, indicating better452

utilisation for the higher CVOPTS level. The value of453

depends on a series of factors, including hardware-/ap454

specific features (see our previous works [32] for more455

The results provided emphasise the alteration of456

and the quantity of computational nodes to identify lo457

ima, which signify the ideal configuration of cells per458

the number of nodes. Table 3 shows cells assigned to459

core considering a variety of mesh sizes and different460

of nodes. It outlines how the number of cells changes461

ing (i) a variety of mesh sizes and a fixed number of c462

resources (see rows in the table), as well as (ii) a fix463

size and a different number of nodes (see columns in t464

Table 4 presents measurements for the average execu465

of a single timeStep obtained for a variety of mesh466

different numbers of nodes.467

Table 3: Number of cells per core for a variety of mesh sizes a
numbers of nodes

Mesh sizes
uxlow ulow mlow low mid

N
um

be
ro

fn
od

es

1 283 1093 1783 5689 25213 1
2 142 547 892 2844 12607
4 71 273 446 1422 6303
8 35 137 223 711 3152

16 18 68 111 356 1576
24 12 46 74 237 1051
32 9 34 56 178 788
40 7 27 45 142 630

Table 4: Average execution time [s] of a single timeStep for simpleF

Mesh sizes
uxlow ulow mlow low mid

N
um

be
ro

fn
od

es

1 0.016 0.026 0.028 0.045 0.322
2 0.020 0.027 0.035 0.039 0.140
4 0.022 0.034 0.038 0.030 0.080
8 0.027 0.034 0.036 0.035 0.062
16 0.028 0.044 0.039 0.035 0.052
24 0.036 0.041 0.050 0.036 0.057
32 0.034 0.045 0.047 0.046 0.058
40 0.042 0.049 0.060 0.051 0.066

Considering all cell configurations per core (pre468

Table 3) and performance measurements (described in469

we investigate the performance metric CVOPTS for th470

Foam kernel. Figure 5 and Figure 6 deliver the CVOPT471

for a variety of mesh sizes obtained for a fixed amoun472

puting resources. More precisely, Figure 5 illustrates473
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Moreover, Figure 8 reveals the calculated trend o511

for a fixed mesh size (high) obtained on different n512

nodes. The trend observed for CVOPTS exhibits a pat513

to that of the prior study: it rises to a certain peak be514

sequently declining. The results reported here indicat515
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time is greater than the proportional increase in comp520
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tion, the MPI communication cost increases when m523
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model of application execution and cluster util-
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S performance metric becomes essential for eval-
ancing performance with energy consumption to
ffective hardware configuration. It helps us to in-
number of cells per core showing (i) how CVOPTS
erent meshes for a given node setup, and (ii) how
with the number of nodes for a fixed mesh size.

empirical results, we deliver the CVOPTS-based
del that estimates the CVOPTS trendline to approx-
ion runtime and cluster utilisation costs.

ased prediction model
ate objective in addressing this challenge is to
sion-based model that utilises the CVOPTS mea-
ected from fixed node configurations and various
his model aims to forecast the overall CVOPTS

ific to a particular mesh size and differing node
this end, we first select the CVOPTS measure-

n be used as input data to fit the data within a
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− 3514000x2 + 5292000x + 3036000
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capture the underlying trend of CVOPTS. It refers to the557
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CVOPTS measurement points of 2-/4-node setups. Fig559

lustrates the CVOPTS trendline based on the fitted mod560

a)

C
V

O
P
T
S

Cells per core (log scale)

0
4

0
0

0
0

8
0

0
0

0
1

2
0

0
0

0

101 102 103 104

u
u
m
lo
m
h

polynomial regression

2 nodes
4 nodes

input data for
polynomial regression

b)

C
V

O
P
T
S

Cells per core (log scale)

0
4

0
0

0
0

8
0

0
0

0
1

2
0

0
0

0

101 102 103 104

polynomial regression
2 nodes
4 nodes

24 nodes

40 nodes

8 nodes
16 nodes

32 nodes

re
a
l 
o
u
tc

o
m

e
s

8 nodes
16 nodes
24 nodes
32 nodes
40 nodes

p
re

d
ic

ti
o
n

2 nodes
4 nodes

Figure 9: The CVOPTS-based prediction model: a) polynomial regre
on 2-/4-node outcomes, and b) model examination for mesh size h
ferent numbers of node-setups

The defined fit function of the CVOPTS trendline en561

approximation of the value of CVOPTS for a given m562

9



Journal Pre-proof

and the various numbers of nodes. However, the approximation563
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ple, let’s focus on a large grid size with 14332247
le 3), we will limit the range of node configura-
g the minimum and maximum number of cores
2247

985 and 201862 ≈ 14332247
71 , respectively. This

ge of [2,1577] in the number of nodes that need
ed, assuming 2x64 cores per node.
demonstrates the prediction results of CVOPTS for
size and 2, 4, 8, 16, 24, 32, and 40-node setups

eal outcomes obtained during tests. As expected,
fits perfectly for 2-node and 4-node setups since
gression model is trained based on the 2-node
OPTS points. However, for an increasing number
VOPTS-based regression model predicts CVOPTS
increasingly different from the obtained results.
ite the increasing prediction error, the predicted

line shows a similar behaviour to the actual re-
ses until a turning point and then decreases.

sed extension for prediction model
the increasing prediction error of the approxi-
curve, a closer look at the MPI data traffic be-

cessors is required. Following the CVOPTS-based
del that approximates CVOPTS for a given mesh
arious numbers of nodes, we examine the data
e of the faces shared between MPI processors by
h sizes and testing different numbers of nodes.
ted in Figure 7 and Figure 10a, the volume of
e with other MPI processors radically increases
g more nodes for a given problem size. Since
VOPTS-based prediction model is based on 2-/4-
e increased communication costs for more nodes

ated with the prediction. Consequently, it gen-
ng prediction error of the approximated CVOPTS
come this limitation, we propose to calibrate the
prediction model by including communication

timates.
unication costs can be modelled as the faces traf-
veals how faces volume grows for the increased
es. The faces traffic ratio is calculated separately
h size by dividing the total number of faces ob-
equent node-setups by the total number of faces
e setup used in the proposed CVOPTS-based pre-

. Figure 10b shows the faces traffic ratio calcu-
derlined mesh sizes and 4-, 8-, 16-, 24-, 32-, and
s. In addition, following the obtained measure-
ply the linear regression model that attempts to
lationship between the faces traffic ratio and the
es (Figure 10). As a result, this linear regression
urve of faces traffic ratio for 4 to 40 nodes.
pose of this work, the predicted curve of the faces
experimentally used for calibrating the CVOPTS-
on model. To reach this aim, we propose reducing
CVOPTS by the factor of the estimated ratio for
For a predetermined problem size, the CVOPTS-
on model calculates the CVOPTS curve, which is
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Figure 10: The data traffic volume of the faces shared between MP
(a), and the faces traffic ratio calculated in comparison to 4-node se

subsequently allocated to various node counts based o619

dimensions and the number of cells designated per co620

node configuration undergoes calibration of the CVOPT621

tion through the introduced faces-based extension, w622

volves decreasing its value in accordance with the f623

factor.624

Figure 11 demonstrates the prediction results of the625

based model with enabled faces-based extension for626

mesh size and 2-, 4-, 8-, 16-, 24-, 32-, and 40-node se627

predicted outcomes are examined with comparison to628

surements collected during the testing process.629

As shown in Figure 11, the predicted trendline CV630

haves similarly to the actual measurements: it incre631

til a turning point and then decreases. Furthermore,632

posed calibration enables reducing prediction error o633

proximated CVOPTS curve. Table 5 shows the relative634

the CVOPTS values to the estimated values from the p635

model as well as the faces-based extension method.636

Table 5: The relative errors E1rel and E2rel between the meas
CVOPTS and the estimated values from the prediction model and
based extension method

#Nodes 2 4 8 16 24 32
E1rel 0.6 2.8 25.4 41.0 76.6 110.7
E2rel 4.4 10.6 8.7 22.5 22.0 22.3

8. Pursuing performance-energy trade-off637

This section aims to assess the proposed predicti638

and investigates the performance-energy trade-off. W639
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faces-based extension for CVOPTS-based prediction model

ed prediction model by testing a new mesh size
1673212 cells in total. To this end, the CVOPTS-

on model calculates the CVOPTS curve following
ined problem sizes (see Table 3). The indicated
gression function for CVOPTS is associated with
ounts based on the new mesh size and the num-
signated per core. Then, the CVOPTS trendline is
ugh the introduced faces-based extension, which
asing its value by the face ratio factor. As a result,
CVOPTS values for 4 to 40 nodes when perform-
12 cells (Figure 12a).
med model reveals the node-setups that feature
OPTS values, including the top 5 configurations
11, or 7 nodes. In contrast, the CVOPTS values
using larger and smaller numbers of nodes than

tups. To examine the predicted values, we per-
different node-setups with special emphasis on
As shown in Figure 12a, the predicted values

the real measurements, where the best results are
- and 7-node setups.
to the CVOPTS performance metric (see equation
se to estimate application execution time for a
p, and then approximate the cluster utilisation

imated execution Time of a single timeStep (ETS)
defined for every node-setup as:

ETS =
cells per core

CVOPTS

s per core parameter is associated with the num-
nodes and calculated based on a given mesh size
er of cells designated per core, while CVOPTS
dicted values from the proposed model. Conse-
ilisation cost of the cluster for a single timeStep
d as the product of ETS and the total number of

more, the total energy consumption is defined as

Milan-based CPUs [30]).669

Figures 12b and 12c demonstrate both the estim670

application execution time and approximation of clu671

sation cost for a single time step and mesh size with 2672

cells. In addition, these figures reveal the comparison673

prediction and real measurements. As shown in fig674

the shortest execution time is indicated for the 40-no675

considering both prediction outcomes and real measu676

The performed tests reveal that application execution677

mation fits runtime measurements. It should be note678

observe relatively negligible performance improveme679

employing more and more nodes, starting from aroun680

node setup. Conversely, notable improvements in per681

are evident for node configurations comprising as ma682

nodes.683

Investigating results of the cluster utilisation costs684

ure 12c), the lowest costs are observed for node-se685

around 7-9 nodes considering both prediction outco686

real measurements. For a higher and smaller number687

the costs of cluster utilisation increase significantly.688

dicted costs trendline shows similar behaviour to the689

sults. However, the prediction error for the cluster u690

cost seems to be larger compared to CVOPTS and ap691

execution estimations. We underline that this predic692

depends mainly on differences between the predicted693

sured time of a single timeStep and then is further exp694

the numbers of nodes/cores and/or TDP parameters.695

9. Conclusions696

This work investigates the significance of energy e697

in high-performance computing, emphasising the nec698

sustainable approaches that reduce carbon emissions699

suring optimal computational performance. The analys700

ducted using the Urban Air Pollution model implem701

OpenFOAM. A test environment comprising 40 nod702

equipped with two AMD EPYC 7763 processors, was703

for this research. Initially, the study compared executi704

speedups, cluster usage costs, and estimated total ene705

sumption across various problem sizes. The finding706

conclusions regarding the impact of different workl707

computational duration on overall energy consumption708

formance.709

To enhance the comparison of performance and e710

ficiency among computing systems, the metric CVOPT711

troduced, representing the average number of grid c712

cessed per core, while timeStep indicates the average713

tion time for a single timeStep of the simpleFoam ker714

metric is essential for assessing and optimising perfor715

relation to power consumption, thereby facilitating the716

ment of a cost-efficient hardware configuration. Furt717

CVOPTS served as the foundation for developing a re718

based model designed to forecast the overall CVOPTS719

pertinent to a specific grid size and varying quantities720

To increase the prediction accuracy, the regression m721
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tion of the cluster utilisation cost compared to the actual re-

In order to validate the assumptions established, t724

pated outcomes are verified through a comparison wi725

tual measurements obtained during the testing phase. T726

ysis identified the node configurations exhibiting th727

CVOPTS values, specifically highlighting the top five c728

tions consisting of 9, 10, 8, 11, or 7 nodes. Neverthele729

observed that the CVOPTS values diminish when empl730

ther a greater or fewer number of nodes than those fou731

selected top five configurations. On the top of that, uti732

CVOPTS metric, a proposal was made to evaluate the ap733

execution time for a single timeStep (ETS), which sub734

enabled the estimation of the costs associated with uti735

entire cluster.736

The analysis of the forecasting outcomes alongsi737

measurements indicates that the most economical c738

tions are those comprising approximately 7 to 9 nodes739

trast, other configurations of computing nodes exhib740

erably elevated cluster utilisation costs. Furthermore,741

casting error associated with cluster utilisation costs a742

be more pronounced when compared to the estimates743

by CVOPTS and application execution. This discrepan744

marily due to the variations between the anticipated a745

duration of a single time step, which is exacerbated by746

number of nodes/cores and TDP parameters.747
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