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Abstract—This article provides a comprehensive study of the impact of performance optimizations on the energy efficiency of a real-world

CFD application calledMPDATA, as well as an insightful analysis of performance-energy interaction of these optimizations with the

underlying hardware that represents the first generation of Intel Xeon Scalable processors. Considering theMPDATA iterative application

as a use case, we explore the fundamentals of energy and performance analysis for amemory-bound application when exposed to a set of

optimization steps that increase the application performance, by improving the operational intensity of code and utilizing resourcesmore

efficiently. It is shown that for memory-bound applications, optimizing toward high performance could be a powerful strategy for improving

the energy efficiency aswell. In fact, for the considered performance optimizations, the energy gain is correlated with the performance gain

but with varying degrees. As a result, these optimizations allow improving both performance and energy consumption radically, up to about

10.9 and 8.8 times, respectively. The impact of the Intel AVX-512 SIMD extension on the energy consumption and performance is

demonstrated. Also, we discover limitations on the usability of CPU frequency scaling as a tool for balancing energy savings with

admissible performance losses.

Index Terms—CFD, MPDATA , intel xeon scalable, performance-energy trade-off, yokogawaWT310, RAPL
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1 INTRODUCTION

THE energy consumption of current and emerging super-
computers is still increasing despite improvements in the

energy efficiency area. This trend is among the five major
challenges that should be overcome on the way to exascale
computing [1]. Most of the gain in the total consumption of
energy comes from technology [2], [3] that provides a better
performance-energy trade-off by offering more and more
energy-efficient and compute-intensive hardware. The rema-
rkable example is a family of Intel Xeon Scalable processors
[4] that open promising opportunities to reduce the energy
consumption of HPC applications, and to explore new trade-
offs between energy and performance.

Another direction in energy-aware HPC is related to
rethinking the software, including both execution environ-
ments and applications themselves. An example of research
on modifying the execution environment is work [5], where
an energy-aware task management mechanism is designed
and evaluated for an iterative CFD (computational fluid
dynamic) application – the multidimensional positive defi-
nite advection transport algorithm (MPDATA) [6] running

on multicore CPUs. This algorithm is one of the main parts
of the EULAG geophysical model [7] developed for simulat-
ing thermo-fluid flows across a wide range of scales and
physical scenarios (https://www2.mmm.ucar.edu/eulag).
MPDATA executes a set of heterogeneous stencils and rep-
resents a memory-bound application.

The proposed mechanism is based on the dynamic volt-
age and frequency scaling technique [8] applied for the
existing algorithm. This mechanism provides a solution in
the case when the execution time of an algorithm is prede-
fined, and the energy consumption is optimized such that
the application is executed in the requested fixed amount of
time. The experimental results achieved for a 6-core com-
puting platform showed that the proposed mechanism
provided the energy savings of up to 43 percent when com-
pared to the default Linux scaling governor.

At the same time, in our previous paper [9], we focused on
modifying the MPDATA applications by developing a set
of parametric optimizations targeting the high performance
of code, along with a 4-step procedure for customization of
the MPDATA code. Among the optimizations are: (3+1)D
decomposition, islands-of-cores strategy, exploiting data
parallelism and simultaneousmultithreading, data flow syn-
chronization, and vectorization. The proposed adaptation
methodology allows developing the automatic transforma-
tion of the MPDATA code, achieving high sustained scalable
performance for all tested ccNUMAplatformswith Intel pro-
cessors of last generations.

The set of optimizations developed in [9] improves the
operational intensity of code and permits utilizing comput-
ing resources more efficiently. This allows us to formulate a
working hypothesis that for memory-bound applications
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optimizing towards the high performance could be a suc-
cessful strategy for improving the energy efficiency as well.
To verify this hypothesis experimentally, we use the
MPDATA application as a use case, exploring the correlation
between MPDATA performance optimizations and energy
consumption for a ccNUMA/SMP platform equipped with
two top-of-the-line Intel Xeon Platinum 8180 CPUs, each
with 28 cores. These CPUs represent the first generation of
Intel Xeon Scalable processors. Besides using the RAPL infra-
structure [10], the YokogawaWT310 digital powermeter [11]
is utilized to measure the power and energy of the platform.
This provides accuracy and reliability of measurements.

As the first step of our research, we evaluate the impact of
the performance optimizations steps proposed in [9] on the
energy and power consumption. Specifically, the four ver-
sions of the MPDATA application are examined. To reveal
the correlation between the performance and energy con-
sumption for all MPDATA versions, we provide an insightful
analysis of their interactionwith the underlying hardware.

All MPDATA versions apply various performance optimi-
zation steps, and in consequence, they vary in terms of their
performance and energy efficiency. While the performance of
the first (original, non-optimized) version is strongly limited
by the memory bandwidth, other versions of MPDATA over-
come memory, communication, and synchronization con-
straints permitting a better utilization of available computing
resources. The proposed combination of optimization steps
allows us to improve radically the efficiency of MPDATA,
reducing both execution time and energy consumption.

As the next step of our study, we investigate the impact
of the Intel AVX-512 SIMD extension on the performance
and energy consumption, for various MPDATA versions.
The paper reveals the benefits of utilizing the features of
AVX-512 instructions to reduce energy consumption.

This research also explores the interaction of the fre-
quency scaling technique with both performance and energy
efficiency. The goal is to evaluate the usability of this tech-
nique as a tool for balancing energy savings with admissible
performance losses, considering not only the original version
ofMPDATA, as it was assumed inwork [5], but also the opti-
mized code. Finally, we carefully compare energy measure-
ments obtainedwith the hardware and software approaches,
using respectively YokogawaWT310 and RAPL.

The main contributions of this work are:

1) For a real-world CFD application called MPDATA,
we provide a comprehensive study of the impact of
performance optimizations on the energy efficiency
of application, as well as an insightful analysis of
performance-energy interaction of these optimiza-
tions with the underlying hardware that represents
the first generation of Intel Xeon Scalable processors.

2) Considering the MPDATA iterative application as a
use case, we explore the fundamentals of energy and
performance analysis for a memory-bound applica-
tion when exposed to a set of optimization steps that
increase the application performance by improving
the operational intensity of code and utilizing com-
puting resources more efficiently.

3) We show that for memory-bound applications, opti-
mizing towards the high performance could be a

powerful strategy for improving energy efficiency as
well. In fact, for the considered performance optimiza-
tion steps, the energy gain is correlated with the per-
formance gain but with varying degrees. While for the
first step, which improves both cache reusing and the
data locality, the energy gains are about 10 percent
higher than those for the execution time, the two other
steps, that reduce the synchronization and communi-
cation overheads, lead to smaller benefits in energy
than in performance. As a result, these optimizations
allow improving both performance and energy con-
sumption radically, up to about 10.9 and 8.8 times,
respectively.

4) We demonstrate the impact of the Intel AVX-512
SIMD extension on improving the energy consump-
tion and performance of applications. The lowest ben-
efits of vectorization are obtained for the original,
non-optimized version of MPDATA, when the
reduced power requirements of the code with
enabled SIMD allows reducing the energy consump-
tion by about 20 percent despite the same execution
time as its scalar counterpart. The highest profits are
achieved for the most-optimized MPDATA version
that permits improving both energy consumption
and performance about 2.8 times.

5) We evaluate the usability of CPU frequency scaling
as a tool for balancing energy savings with admissi-
ble performance losses. While for the non-optimized
MPDATA code, its execution with the lowest fre-
quency allows decreasing the energy consumption
significantly, without any performance degradation,
reducing the frequency for the most-optimized ver-
sion does not permit any improvements not only in
performance but also in energy.

6) We provide a preliminary comparison of the accuracy
of the software approach to energy/power measure-
ments with on-chip power sensors and RAPL against
the hardware approach using the external power
meter (Yokogawa WT310). To avoid high discrepan-
cies in energy measurements for long-time simula-
tions, a simple yet efficient method is proposed to
correct results obtained with RAPL. This method is
based on deriving the final result as an aggregated
sum of measurements obtained separately for all
packages.

This paper is organized as follows. Section 2 discusses
related works, while Section 3 and Section 4 outline respec-
tively the computing platform and energy/power measure-
ment environment used in experiments. The MPDATA
application is introduced in Section 5, which also presents
the parallelization methodology for shared memory multi-
and manycore architectures. The methodology of the exper-
imental part is introduced in Section 6, while the results
of experiments are presented and discussed in Section 7.
The paper is concluded in Section 8.

2 RELATED WORKS

The large computing infrastructures are becoming more
and more limited by power/energy constraints, so it is
understandable why the energy efficiency of HPC parallel
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workloads become a focus of attention in recent times [12].
Beside the trend of energy reduction achieved through re-
engineering the hardware, we can observe another one with
an excellent potential for energy savings that is realized by
transforming and completely rethinking the algorithms and
software dedicated for HPC platforms [13].

Following this direction, the development of modern
HPC software for scientific computing is currently focus-
ing on optimizing scientific codes with carefully analyzing
the trade-off between time and power/energy consump-
tion [14], [15]. Similarly to our study, a lot of research
efforts aim today to advance the state-of-the-art in power-
aware computing [16], focusing on different aspects of the
field.

A common technique is DVFS (dynamic voltage and fre-
quency scaling) [8], which allows the hardware to lower the
operational voltage and frequency at the cost of possibly
higher execution time [17], [18]. Such an approach gives the
possibility to optimize the energy efficiency when cycles are
typically being wasted since they are stalled on memory
resources [17].

Going forward, works [19], [20] studied the use of hard-
ware power capping mechanisms to reduce the energy con-
sumption in the parallel execution of applications with
various workloads and memory usage. These works
explored the characteristics of the Intel RAPL infrastructure
[10] and the frequency scaling approach, constraining the
power budget assigned to computing devices while execut-
ing HPC applications.

Wlotzka et al. [21] addressed key issues of energy-aware
high performance computing by offering opportunities for
saving energy in computations by energy-aware runtimes
on shared-memory multicore platforms. This work outlined
some numerical methods which are often used in scientific
applications, and presented an energy profiling and tracing
technique suitable to analyze the power consumption of
applications.

Work [22] revealed various software optimization tech-
niques for reducing the energy consumption without mod-
ifying the underlying hardware. The study discussed
performing machine-independent optimizations that do
not require any knowledge of the underlying hardware
architecture.

Hassan et al. [16] studied the impact of using different
coding styles on achieving a balance between perfor-
mance and energy efficiency. In [23], Jakobs et al. demon-
strated the capabilities and limitations of vectorization
concerning energy efficiency, considering both automatic
and manual vectorization techniques. The influence of
vectorization combining with multi-threading on the
energy efficiency of program executions is investigated
in [24]. In [25], Rojek proposed a method that leverages
the mixed precision arithmetic to reduce the energy con-
sumption for applications executed in supercomputing
centers.

Works [26], [27] demonstrated bi--objective approaches
to distribute the workload among processing cores in het-
erogeneous parallel platforms. The goal is to benefit from
the trade-off between execution time and energy consump-
tion, aiming at reducing the energy without increasing the
execution time.

3 ARCHITECTURE OF INTEL-BASED HPC
PLATFORM

The performance and power measurements presented in
this work are performed on the dual-socket Intel Server Sys-
tem R2208WFTZS equipped with Intel Xeon Platinum 8180
CPUs and 192GB of DDR4 memory operating at 2666 MHz
(96 GB for each CPU). The basic software includes the Cen-
tOS Linux 7.5 operating system and Intel Parallel Studio XE
2019 update 1. Table 1 summarizes this platform.

Each Intel Xeon Platinum 8180 processor has 28 cores
with two SMT (simultaneous multithreading) threads per
core, which gives totally 56 physical cores for the test plat-
form, outlining themselves as 112 logical processors. The
thermal design power (TDP) of a processor is 205 W.

Compared to the previous generations, one of the new
features of Intel Xeon Scalable processors is the Intel
Advanced Vector Extensions 512 (Intel AVX-512) instruc-
tion set, that doubles the vector register width to 512 bits.
The Intel Xeon Scalable processors also support older
instruction sets, including AVX/AVX2. Furthermore, each
core of this processor [28] enables processing up to two sca-
lar or vector floating-point instructions at every next cycle.
For example, since each core has two FP Add execution
units assigned to ports 0 and 5, two vector (or two scalar)
add instructions can be performed per each cycle.

The Intel Xeon Platinum 8180 processors are clocked at
the base frequency of 2.5 GHz. In general, the base clock fre-
quency of Intel Xeon Scalable processors just refers
(https://ark.intel.com) to frequency for scalar workloads
when both all cores are concurrently utilized, and the Intel
Turbo Boost technology [4] is disabled.

The Intel Turbo Boost technology enables increasing the
base clock frequency when the thermal and power limita-
tions permit this. The clock speed depends on the type and
intensity of workload, as well as the number of concurrently
utilized cores. In general, the maximum Turbo Boost fre-
quency is attainable for scalar workloads, lower for heavy
AVX2 workloads, and even lower for applications that use
AVX-512 intensively.

The Intel Xeon Platinum 8180 processors can reach the
maximum Turbo Boost speed of 3.2, 2.8, and 2.3 GHz for
respectively scalar, AVX2 and AVX-512 workloads defined
when all cores are active. At the same time, the minimum

TABLE 1
Specification of the Test Platform Equipped With Two
Intel Xeon Platinum 8180 CPUs (https://ark.intel.com)

Scalar base / turbo freq. [GHz] 3.2 / 2.5
SIMD base / turbo freq. [GHz] 2.3 / 1.7
Sockets 2
Cores / Threads 56 / 112
SIMD AVX-512
L1 [MB] 2� 28� 1
L2 [MB] 2� 38:5
Main memory [GB] 12� 16
Memory type DDR4-2666
Memory bandwidth [MB/s] 255.9

Peak performance * Scalar 358.4
[Gflop/s] SIMD 2060.8

*Refers to multiplication instruction and turbo frequency.
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possible clock frequency is 1.0 GHz. Fig 1 illustrates the
dependency between the number of concurrently utilized
cores and maximum turbo frequency for various workloads.

The test platform offers the theoretical peak performance
of 358.4 Gflop/s for non-AVXworkloads, and 2060.8 Gflop/s
for AVX-512 when using double precision floating-point
operations (see [29]). These values correspond to Intel Turbo
Boost andmultiplication instructions. For fusedmultiply-add
(FMA) instructions, the peak performance is twice higher.

4 MEASUREMENTS TECHNIQUES FOR POWER

AND ENERGY

The accurate measurement of energy consumption during
workload execution plays a crucial role in energy-aware HPC
computing [30], [31]. There are two popular approaches in
this area [12], [32]: (i) hardware-based technique that uses an
external AC power meter, and (ii) software-based approach
that explores on-chip power sensors.

The first approach enables monitoring of power and
energy for the whole computing system, using an external
AC power meter [30] such as Yokogawa WT310 digital
power meter. The AC power meter is a device that passes
power to the server under the load and measures the power
and energy consumption in real-time [12]. While this tech-
nique is known to be accurate [30], it, however, lacks the
ability to perform power and energy analysis for indepen-
dent elements of a given computing platform.

The second technique is based on on-chip power sensors
currently supported by mainstream hardware computing
vendors such as Intel, AMD or NVIDIA [30]. For example,
Intel CPUs provide Running Average Power Limit (RAPL)
[12], [33] to monitor power, as well as control both frequency
and voltage. RAPL works based on processor counters and a
software calculation model that estimates the energy con-
sumption. The data about energy consumption are collected
through model-specific registers (MSRs) to be farther
exposed by using specialized tools or general libraries, such
as Intel PCM (Performance Counter Monitor) or PAPI (Per-
formance Application Programming Interface) [30], [33]. In
RAPL, a given platform is divided into domains for fine-
grained energy reports and control. These domains include:
(i) all the CPU cores (PP0), (ii) a uncore device (PP1), (iii) the
mainmemory (DRAM), and the entire socket(s) (Package.) As
a result, RAPL reports the energy consumption for only
CPUs and the main memory of a server. In consequence, it
lacks the ability for energy monitoring of other essential

components, such as the cooling subsystem that is an impor-
tant contributor to energy consumption.

5 MPDATA APPLICATION

5.1 Background of Application

The MPDATA application implements a general approach
to integrating the conservation laws of geophysical fluids
on micro-to-planetary scales [34]. The MPDATA algorithm
enables solving the continuity equation describing the
advection of a non-diffusive quantity C in a flow field [35],
namely:

@C

@t
þ divðVCÞ ¼ 0;

where V is the velocity vector.
For a particular time step, the numerical structure of

MPDATA is described as an iterated upwind scheme. The
first iteration refers to the first-order accurate upwind
scheme with the advective velocity given by the physical
flow. For the second-order accurate scheme, the advected
field is updated by an adequately defined pseudo-velocity
designed to reduce the second order of the spatial and tem-
poral truncation errors of the previous iteration. The
detailed description of the MPDATA numerical scheme is
presented in works [7], [34].

MPDATA corresponds to the group of nonoscilatory for-
ward-in-time algorithms. Typically it is used for long-run-
ning simulations executing many thousand time steps
solving 2- or 3-dimensional advection problems. In this
paper, we consider 3D problems, when MPDATA is defined
in a 3D domain of size n�m� l according to i�, j�, and
k�dimensions.

MPDATA features a stable computation intensity for all
time steps. Each of them operates on five input matrices
(arrays), and returns a single output array that is used in the
next step. The returned array of a given time step requires
to perform intermediate computations of 17 MPDATA ker-
nels. In general, these kernels depend on each others, as the
outcomes of prior kernels are usually inputs for the subse-
quent ones. Each kernel is a stencil code that updates ele-
ments of its 3D output array, according to a specific pattern.
Fig. 2 depicts both data dependencies between MPDATA
kernels, and examples of stencil patterns corresponding to
kernels 9, 10, and 11.

Listing 1. Part of 3D MPDATA basic version, related to
the 4-th kernel

//Kernel 4

#pragma omp for

for( \ldots ) // i - dimension

for( \ldots ) // j - dimension

#pragma omp simd

for( \ldots ) // k - dimension

XOut[i,j,k] = XIn[i,j,k] - ((

(F1[i+1,j,k]-F1[i,j,k]) +

(F2[i,j+1,k]-F2[i,j,k]) +

(F3[i,j,k+1]-F3[i,j,k])) / H[i,j,k]);

Fig. 1. Intel turbo boost frequency for Intel Xeon Platinum 8180 [4].
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5.2 MPDATA Parallelization

In the basic implementation of MPDATA (Listing 1), all ker-
nels are executed sequentially, one by one, where each ker-
nel is processed in a parallel way using OpenMP. This
version exploits data parallelism across i�dimension, based
on distributing data across available resources by #pragma

omp for directive, and then incorporates vectorization
along k�dimension using #pragma vector directive.

EveryMPDATAkernel reads a required set of arrays from
the main memory and writes results to the main memory
after computation. The consequence is the intensive traffic to
themainmemory. This traffic strongly limits the parallel effi-
ciency of the basic version, since the operational intensity of
each MPDATA kernel is not high enough ([9]) to efficiently
utilize computing resources, and the code is not optimized
for cache reusing. Thus, the performance of the basic version
ofMPDATA is limited by themainmemory bandwidth.

To alleviate the memory-bound nature of MPDATA, we
developed [9], [36], [37], [38] a parallelization methodology
for MPDATA heterogeneous stencil computations. It con-
tributes to ease the memory and communication bounds,
and exploits resources of multicore ccNUMA/SMP systems
better. This methodology consists of the following paramet-
ric optimization steps:

� (3+1)D decomposition of MPDATA ([38]) – the prime
goal is to take advantage of cache reusing by trans-
ferring the data traffic between kernels from the
main memory to the cache hierarchy. For this aim, a
combination of loop tiling and loop fusion optimiza-
tion techniques is used, which allows reducing the
main memory traffic at the cost of additional compu-
tations associated with halo areas on boundaries of
all intermediate arrays.

� Partitioning cores into independent work teams ([36]) –
this step enables the flexible management of trade-

off between costs of computation and communica-
tion, following features of ccNUMA systems. As a
result, two scenarios of executing MPDATA kernels
are introduced: the first one performs fewer computa-
tions but requires more data traffic, while the second
scenario allows us to replace the implicit data traffic
by replicating some of the computations. As a result,
the second scenario is successfully used to reduce
inter-processor communications between caches in
ccNUMA systems, while the first scenario is applied
inside each processor, where the more efficient, local
memory hierarchy is utilized for data traffic.

� Data-flow strategy of synchronization ([37]) – the main
purpose is to synchronize only interdependent
threads instead of using the barrier approach that typ-
ically synchronizes all threads. This strategy reduces
the cost of synchronization since it requires to syn-
chronize radically less number of cores/threads than
the barrier approach. Implementing this strategy for
MPDATA needs to reveal the scheme of inter-thread
data traffic during the execution ofMPDATAkernels.

� Vectorization – the last step is responsible for ensuring
the performance portability of vectorizing MPDATA
computations. The main assumption is to specify the
process of vectorization entirely and correctly so that
a compiler will make vectorization automatically. In
paper [9], the 7-step procedure for the MPDATA
code transformation was proposed to allow the com-
piler to perform the vectorization automatically.

Fig. 3 illustrates the execution scheme for a single
MPDATA time step according to the proposed methodol-
ogy. Based on this methodology, we addressed [9] the chal-
lenge of performance portable programming by enabling the
automatic parameterized transformation of the MPDATA
code to achieve high sustained scalable performance for
ccNUMA shared-memory systems. As a result, the adaptive
MPDATA code follows along with a variety of hardware
architectural issues such as memory hierarchy, multi- and
manycore, threading, vectorization, and their interaction
with theMPDATA code.

Fig. 2. Structure of MPDATA [9]: a) graph of data dependencies between
MPDATA kernels, b) example of heterogeneous stencil patterns.

Fig. 3. Executing a single MPDATA time step when using combination of
the proposed optimization steps.
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The complexity of the proposed hierarchical decomposi-
tion makes it impossible to implement the multithreading
parallelization efficiently using OpenMP constructs such as
#pragma omp for. Instead, we develop a proprietary
scheduler responsible for the management of workload dis-
tribution and data parallelism [9]. Following the proposed
adaptation, this scheduler explicitly defines the scope of
work for each thread. Additionally, using the technique
known [39] as the first-touch policy with parallel initializa-
tion, the memory is allocated closest to a physical core on
which a given thread is executed. Moreover, the optimal
policy for the OpenMP thread affinity interface is selected
[9], to reduce the communication paths.

6 METHODOLOGY OF EXPERIMENTS

We benchmark four versions of the MPDATA application,
all using the double precision floating-point format:

� A – basic, non-optimized implementation;
� B – code with (3+1)D decomposition of MPDATA

domain;
� C – version B with partitioning cores into indepen-

dent work teams;
� D – version C coupled with data-flow

synchronization.
All versions are implemented with both disabled and

enabled SIMD vectorization. Four different sizes of MPDATA
domains are considered: 1024� 512� 64, 1024� 512� 128,
2048� 1024� 64 and 2048� 1024� 128. The Intel icpc
compiler (v.19.0.1) is used with the optimization flag -O3 and
properly chosen compiler arguments for enabling or dis-
abling auto-vectorization process.

In this study, both hardware and software techniques are
employed tomeasure the power and energy (Fig. 4). To retrieve
the energy consumption provided by RAPL, we use a well-
known package – PAPI [40], that enables accessing hardware
performance counters available on most modern microproces-
sors. In particular, we utilize Package and DRAM domains to
measure the energy consumed respectively by CPUs and the
mainmemorywhen executing theMPDATAapplication.

Besides RAPL/PAPI, the Yokogawa WT310 digital
power meter is applied to obtain maximally accurate and
reliable energy/power measurements for the whole plat-
form. The maximum sampling speed of Yokogawa WT310
is 100k samples per second when the accuracy of measure-
ment is kept at the level of 0.1 percent. This device is
equipped with USB interface that enables access to power
and energy consumption data, as well as provides manage-
ment of the measurement process.

As shown in Fig. 4, the Yokogawa WT310 power meter
is installed between the input power sockets of the server
and the wall AC outlets. The Yokogawa WT310 device
transfers the power to the server under the load and meas-
ures the power and energy consumed in real-time. This
device collects the total power and energy of the platform.
To get the measured data, we use the YokoTool command-
line tool [41] written in Python, which operates via the
serial USB interface. We confirmed that this tool is non-
intrusive and does not have any noticeable influence on
measurements.

Both the Python-based tool and PAPI interface allow us
to start measurements while running the application and
then finish them after completing computations. Thus, we
provide the following three types of measurements during
the application execution: execution time (seconds), aver-
age dynamic power (Watts), and total energy consump-
tion (Joules). It is important to note that we perform
measurements independently: one run for measuring the
execution time, and others for the power and energy con-
sumption that are also separately obtained by Yokogawa
and PAPI. Each type of measurements is further repeated
at least ten times, and the average values are used to get
statistically sound results, with the relative standard devi-
ation (RSD) less than 1 percent. Besides, we ensure the
server is located in an air-conditioned server room pro-
viding stable temperature, as well as it is fully dedicated
to our experiments.

Fig. 5 shows measurements of asz consumed by the
server in the idle state, using both hardware and software
power analysis techniques. According to Yokogawa WT310,
the power required by the whole server is kept at the aver-
age of 147 Watts. RAPL gives the power of about 75 Watts
less than the Yokogawa device keeping the power con-
sumption at the average of 72 Watts. This difference is
because RAPL determines the power consumed by CPUs
and DRAM without considering other components of the
platform, such as its cooling system (fans).

Fig. 4. Hardware- and software-based techniques used for power and
energy measurements.

Fig. 5. Power in the idle state (without executing the application) of the
test server (every sample is averaged over 1 second interval).
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7 EVALUATION AND EXPERIMENTAL RESULTS

7.1 Energy/Power and Performance Comparison for
Different MPDATA Versions

In the first stage of benchmarks, we evaluate the impact of
performance optimization steps on the total energy con-
sumption, which is measured by the Yokogawa power
meter.We provide the energy/power and performance com-
parison for different MPDATA versions while utilizing all
cores of CPUs with AVX-512 vector processing enabled. In
these tests, the Intel Turbo Boost technology is also enabled
to reach the highest possible performance gain.

Table 2 shows energy/power and performance compari-
son for different versions of MPDATA codes obtained with
the domain of size 2028 x 1024 x 128. Besides the execution
time, the total energy consumed by the server is shown for
all MPDATA versions. Furthermore, the sustained perfor-
mance (in Gflop/s) is presented, as well as the performance
utilization rate with respect to the theoretical peak perfor-
mance of the server. Table 2 reports also the average power
consumed by the test platform, as well as the energy effi-
ciency (in Gflop/J) of each MPDATA version, expressed as
the ratio of the total number of float point operations to the
total energy consumption.

Fig. 6 compares the impact of various optimization steps
on the gain achieved for both performance and energy, con-
sidering different problem sizes. For each version B, C, and
D, we also show the reduction in the execution time and
energy consumption obtained with respect to the previous
version. For example, the value of 3.26x shown for the ver-
sion C means that this version allows decreasing the execu-
tion time 3.26 times against the version B.

The (3+1)D decomposition (version B) permits us to alle-
viate the memory and communication constraints by
increasing both cache reusing and the data locality [9]. This
version of MPDATA reduces the execution time for all
tested MPDATA sizes, achieving the performance gain in
the range from about 2.55x to about 2.9x against the basic
code (version A). We observe that transformation of the ver-
sion A into B also leads to reductions in the energy con-
sumption - in the range from 2.82x to 3.16x. It is worth to
mention that the energy consumption gains are slightly
higher than those for the execution time – the difference is
about 10 percent for a given problem size. Although the per-
formance is increased from 52.15 to 149.62 Gflop/s, this
code transformation still yields a relatively small energy
efficiency (Fig. 7) at the level of 0.36-0.38 Gflop/J.

The next optimization step (version C) fits perfectly into
multi-socket architectures [36], [42]. As shown in Fig. 6, the
version C performs computation up to 3.32 times faster
than the pure (3+1)D decomposition (version B). This opti-
mization step reduces the energy consumption by a factor
of about 2.5, which means a smaller benefit than that for the
performance. As a result, the energy efficiency is improved
to the level of about 0.95 Gflop/J.

The advantages of using the data flow synchronization
(versionD) – in contrast to the barrier approach – is the syn-
chronization of only interdependent threads [37]. As a result,

TABLE 2
Power/Energy and Performance Results for Various MPDATA
Versions Obtained for the Domain of size 2028 x 1024 x 128

Ver.
Total Sust. % of Avg. Energy

Time energy perf. peak power efficiency

[s] [kJ] Gflop/s perf. [W] [Gflop/J]

A 1055.4 489.18 52.15 2.53 460 0.11
B 413.5 172.92 149.62 7.26 420 0.36
C 124.5 67.63 498.25 24.18 540 0.92
D 99.9 59.13 620.69 30.12 590 1.05

Fig. 6. Impact of optimization steps on reduction in a) execution time and
b) total energy consumption, for various sizes of MPDATA domain.

Fig. 7. Energy efficiency achieved for different MPDATA versions and
various sizes of MPDATA domain.
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this version increases the performance by around 21 percent
and reduces the energy consumption by around 15 percent,
for all tested MPDATA sizes (Fig. 6). The energy efficiency
increases up to 1.1 Gflop/J.

When comparing the versionD – that involves all optimi-
zations – with the basic version of MPDATA, the main con-
clusion is that the proposed methodology allows improving
both performance and energy consumption radically. The
analysis of results for all considered sizes of MPDATA
domains show these improvements are in the range of 10.39-
10.94 and 8.27-8.76 for performance and energy consump-
tion, respectively.

We also analyze the power required by the platform dur-
ing the execution of various MPDATA versions. Fig. 8
shows an example of the power trace for all MPDATA ver-
sions, corresponding to the domain of size 1024 x 512 x 128.
Furthermore, Table 3 presents the average power consumed
by the platform during tests.

As shown in Fig. 8, the power consumed by the server is
mostly kept at the same level while executing a given
MPDATA version. It is the result of a constant computa-
tional intensity of MPDATA time steps. At the same time,
various MPDATA versions correspond to different levels of
power, although the AVX-512 capabilities are enabled for
all of them.

To explain this behavior, we have to look at the usage of
vector units in all MPDATA versions. In our previous
work [9], we demonstrated that the version D is character-
ized by amore intensive AVX-512workload than the version
C, which uses AVX-512more efficiently than the versionB. It
can be concluded that a more intensive (efficient) utilization

of vector units requiresmore power, but the computation are
executed faster, so the overall energy consumption is
reduced. Finally, the basic version A is characterized by the
lowest intensity of usage of vector units as they have to wait
for loading data from the main memory ([9]). However, in
contrast to our previous observation, this version requires
more power than the version B, despite a less efficient usage
of vector units. This effect is explained by a significantly
higher main memory traffic for the basic version as com-
pared to the other versions ([9]). Increasing the power
required by the basic version results also from a noticeably
larger processor frequency during its execution (Table 3).
For all tests performed with the versions B, C and D, the
processor frequency does not exceed the maximum level
of 2.3 GHz dedicated to heavy AVX-512 workloads. In con-
trast, while executing the version A, the thermal and power
limitations of the platform permit reaching the processor fre-
quency of up to 2.42 GHz,which also results in higher energy
consumption.

7.2 Impact of SIMD Processing on Energy
Consumption and Performance

The MPDATA code is characterized by vector-friendly data
structures that enable us to easily switch each version of
code to AVX 2.0, AVX-512, or even non-AVX (scalar)
instruction set by selecting compiler arguments properly
([29]). This allows us to evaluate the impact of SIMD proc-
essing on energy consumption and performance for all
MPDATA versions. In the evaluation, we use the following
four metrics: (i) execution time, (ii) total energy consump-
tion measured by the Yokogawa WT310 power meter, (iii)
average processors frequency, and (iv) average power of
the server. Table 4 presents a collection of all four metrics
obtained for the MPDATA domain of size 1024 x 512 x 128
and 1000 time steps. The gain of vectorization is included as
well, to show the advantages of AVX-512 for various
MPDATA versions. Additionally, Fig. 9 illustrates the effect

Fig. 8. Power trace for all MPDATA versions with domain of size 1024 x
512 x 128 and 1000 time steps (every sample is averaged over 1 second
interval).

TABLE 3
Average Power and Average Frequency of the Server, Obtained

for Various MPDATA Versions and Domain sizes

Ver.

Avg. Average power [W]

freq. Size of domain

½GHz� 1024 x 512 x 64 2048 x 1024 x 64 2048 x 1024 x 128

A 2.42 474 465 463
B 2.29 433 427 418
C 2.29 528 539 543
D 2.29 563 580 592

TABLE 4
Performance/Energy Comparison of Scalar and Vectorized
Versions of MPDATA, for Domain of size 1024 x 512 x 128

and 1000 Time Steps

Ver. Metric Non-AVX AVX-512 Gain

A

Time ½s� 265.9 263.8 1.01x
Total energy ½kJ � 150.5 121.7 1.24x
Avg. power ½W � 566 461 1.23x
Avg. frequency ½GHz� 3.19 2.42 1.32x

B

Time ½s� 132.2 101.0 1.31x
Total energy ½kJ � 73.9 42.4 1.74x
Avg. power ½W � 559 420 1.33x
Avg. frequency ½GHz� 3.12 2.29 1.36x

C

Time ½s� 70.9 31.0 2.29x
Total energy ½kJ � 40.1 16.4 2.45x
Avg. power ½W � 566 529 1.07x
Avg. frequency ½GHz� 2.99 2.29 1.31x

D

Time ½s� 69.3 24.5 2.83x
Total energy½kJ� 39.4 14.0 2.81x
Avg. power ½W � 568 572 0.99x
Avg. frequency ½GHz� 2.94 2.29 1.28x
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of using the AVX-512 extension to improve the execution
time and energy consumption.

As expected, the highest benefits of vectorization are
achieved for the version D. In this case, the code with
enabled SIMD allows improving both performance and
energy consumption about 2.8 times, against its scalar coun-
terpart with disabled vectorization. For the versions B and
C, the vectorization also leads to the reduction in both
execution time and energy consumption, but with fewer
benefits.

In contrast, the execution times for the version A with
enabled and disabled vectorization are almost the same.
This happens because, as pointed out in Subsection 5.2, the
performance of this version is strongly limited by the main
memory bandwidth. In consequence, expanding the avail-
able computing power by utilizing AVX-512 does not result
in performance improvements. At the same time, enabling
vectorization allows reducing energy consumption by about
20 percent.

The key to understanding this behavior is the analysis of
the processor frequency. It clocks down significantly when
performing AVX-512 instructions [4]. In our tests, the clock
frequency is reduced from 3.19 GHz to 2.42 GHz. Since the
version A is not able to utilize vector units efficiently and
the CPU frequency is decreased, the average power during
the execution of the version A with enabled vectorization
decreases by about 105 Watts (18.5 percent) compared to the
scalar code (Table 4). Concluding, the same execution time
and the reduced power requirement result in the lower

energy consumption of the basic MPDATA version with
enabled vectorization in comparison to its scalar counterpart.

7.3 Impact of CPU Frequency Scaling on Energy
Consumption and Performance

This work also explores the usage of the DVFS technique to
optimize the energy efficiency of MPDATA by changing the
CPU frequency. This technique is known [17] as an efficient
method to save energy for memory-bound applications
such as MPDATA, when CPU cycles are being wasted as
they are stalled on memory [17]. We use the CPUfreq

framework [18] to change the frequency of CPUs. The ther-
mal and power limitations of the test platform permit set-
ting the minimum clock frequency to 1.0 GHz and then
sampling it at every 0.1 GHz to reach the maximum Turbo
Boost speed of 2.3 GHz for the versions B-D (Fig. 1), and
2.42 GHz while executing the version A.

The impact of CPU frequency scaling on the execution
time, total energy consumption, and power of the test plat-
form is depicted in Table 5. It shows results obtained for the
the non-optimized version A and the most efficient version
D (both versions with enabled vectorization). The presented
values of the total energy consumption were measured by
Yokogawa WT310, which monitors the entire platform.
Figure 10 visualizes the monitored values of the total energy
consumption and execution time as functions of the CPU
frequency.

As shown in Table 5 and Fig. 10, the execution time of the
version A is practically constant for all CPU frequencies,
including even the lowest frequency of 1.0 GHz. The perfor-
mance of this version depends primarily on memory speed;
henceCPU frequency scaling does not affect on the execution
time of MPDATA. Nevertheless, the non-optimized version
gives us the best chance for reducing energy consumption by
CPU frequency scaling. In fact, the execution of this version
with the lowest clock frequency permits a maximum reduc-
tion in energy consumption, which is decreased by about

Fig. 9. Comparison of performance and energy gains for MPDATA
domain of size 1024 x 512 x 128, achieved by enabling AVX-512.

TABLE 5
Execution Time, Total Energy ConsumptionEy, and Average
PowerPy Measured by YokogawaWT310 for Various CPU

Frequencies (1000 TimeSteps, Domain of Size 1024 x 512 x 128)

Version A

Frequency 1.0 1.4 1.8 2.0 2.2 2.42
Time [s] 266.5 264.9 264.4 263.8 263.7 263.8
Ey [kJ] 94.7 99.5 109.3 111.7 115.7 121.7
Py [W] 356 376 413 424 439 461

Version D

Frequency 1.0 1.4 1.8 2.0 2.2 2.3
Time [s] 48.0 35.6 29.2 27.3 25.8 24.5
Ey [kJ] 16.7 15.1 14.6 14.8 14.8 14.0
Py [W] 348 424 502 542 571 572

Fig. 10. Execution time and total energy consumption as functions of
CPU frequency, measured for versions A and D with domain of size
1024 x 512 x 128 and 1000 time steps.

2590 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 31, NO. 11, NOVEMBER 2020



28 percent compared to the highest clock speed. This mainly
results from reducing the power requirement. In fact, the
average power is reduced by 105 Watts to 360 Watts while
limiting the clock speed from 2.42 GHz to 1.0 GHz, with neg-
ligible performance losses not exceeding 1.5 percent.

In contrast, when running the optimized version D,
reducing the CPU frequency does not lead to any positive
effects not only in performance but also in energy. In this
case, the optimal performance-energy trade-off corresponds
to the highest CPU frequency. This trade-off gives not only
the lowest energy consumption but also the highest perfor-
mance. As shown in Table 5 and Fig. 10, the execution time
of the version D decreases along with the frequency
increase from the lowest to the highest clock speed, acceler-
ating the MPDATA execution about twice and reducing the
energy consumption by about 16 percent. The reason for
such a little energy profit, in comparison to the performance
advantage, is increasing the power requirement with
increasing the CPU frequency, resulting in a more intensive
utilization of computing resources. In fact, the average
power is increased from 348 Watts by 224 Watts.

7.4 Comparison of Yokogawa Power
Meter and RAPL

Our experiments are completed by evaluating the accuracy of
energy measurements performed by RAPL compared to the
Yokogawa WT310 meter. The RAPL infrastructure allows us
to monitor the energy consumption of MPDATA using 32-bit
hardware performance counters and I/O models [43]. RAPL

determines the energy consumption for CPUs and main
memory [33] only. The other components of the platform,
such as the cooling system and power supply units, are
excluded from RAPL measurements. In contrast, the Yoko-
gawaWT310 power meter provides energy/power measure-
ments for the entire platform.

An exhaustive series of tests is performed with all
MPDATA versions, considering the energy consumption
and power for a wide range of problem sizes, different
numbers of time steps, and a variety of CPU frequencies.
The examples of energy consumption profiles measured by
Yokogawa and RAPL are presented in Fig. 11 and Table 6.

The main conclusion is that RAPL profiles follow the
same patterns as those of Yokogawa WT310, for most of the
data points. RAPL energy and power measurements typi-
cally match results of the Yokogawa meter. We report the
energy consumption measured by Yokogawa WT310 as
about 1.3 times higher than results obtained by RAPL. The
differences are observed because RAPL provides the energy
consumption of CPU and DRAM without considering other
components of servers such as the cooling system. The
behavior of the latter depends on the temperature of compo-
nents of a server (such as CPUs). In consequence, the energy
consumption of the platform also changes with the change
in the speed of fans. The higher the temperature of CPUs,
the higher the fan speed and the higher the energy con-
sumption required to cool down the server.

At the same time, we observe high discrepancies in
energy/power measurements when running long-time sim-
ulations, that execute MPDATA for many thousands of time
steps (see the upper part of Table 7). For explaining and solv-
ing this problem, we have to look at the accuracy of energy
measurements performed by RAPL. This accuracy depends
on the accuracy of model-specific registers (MSR) of a given
type of CPU [28], [43]. Typically, MSR registers collect meas-
urements on 32 bits, so applications with long execution
times can overflow these registers, invalidating measure-
ments for long-time simulations. For iterative applications,
this drawback can be easily avoided by an aggregated
method consisting of: (i) monitoring energy/power sepa-
rately for each package with a correctly selected number of
time steps, and (ii) deriving the final result as an aggregated
sum ofmeasurements obtained separately for all packages.

In our work, we experimentally select 500 times steps as
the size of each package, ensuring accurate measurements
of power and energy. Our tests show also that the aggre-
gated method does not introduce any significant accuracy

Fig. 11. Comparison of energy consumption [kJ] measured by Yoko-
gawa WT310 and RAPL for versions A and D, assuming various clock
frequencies (domain of size 2028 x 1024 x 128), 1000 time steps.

TABLE 6
Comparison of Energy Consumption Measurements for
Yokogawa WT310 (Ey) and RAPL (Er) With Different

MPDATA versions, for Short-Time Simulations
(Domain of Size 2028 x 1024 x 128, 1000 Time Steps)

Version A B C D

Time ½s� 1055.4 413.5 124.5 100.0
Er ½kJ � 366.8 129.3 50.9 44.4
Ey ½kJ � 489.2 172.9 67.6 59.1

Ratio ½Er
Ey
� 1.33 1.34 1.33 1.33

TABLE 7
Comparison of Different Methods for Measurement of Energy
Consumption Using RAPL (Er) and Yokogawa WT310 (Ey)

for Long-Time MPDATA Simulations

A single measurement for the entire workload

Time steps Er[kJ] Ey[kJ] Ratio ½Er=Ey�
400000 434 5782 13.33
800000 249 11619 46.57

Aggregated measurements wit packages of 500 time steps

Time steps Er[kJ] Ey[kJ] Ratio ½Er=Ey�
400000 4375 5782 1.32
800000 8754 11606 1.33
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overheads. This result is illustrated in the lower part of
Table 7, which corresponds to measuring the total energy
consumption using both YokogawaWT310 and RAPL while
executing long-time MPDATA simulations with the number
of steps from 400 000 to 800 000.

8 CONCLUSION

The energy/power consumption is one of the main limiting
factors for exascale systems [12]. Some supercomputers
today are consuming upwards of 15MW (https://top500.
org). Because of the scale factor of large cluster installations,
even improvement of energy efficiency on a single node can
yield significant savings in the total system energy/power.

In this paper, we expose the energy/power consumption
of a single node based on a dual-socket Intel Xeon Platinum
8180 processors, using both hardware and software power
analysis techniques. Exploiting both Yokogawa WT310 digi-
tal power meter and RAPL, we can perform reliable flop-
per-Joule measurements of the energy efficiency.

This study focuses on verifying the energy and perfor-
mance efficiency of a set of parametric optimizations recently
proposed in [9] for a real-world CFD application called
MPDATA. We cover in detail how the proposed combina-
tion of optimization steps affects the energy consumption of
this memory-bound iterative code. The presented bench-
marks reveal that these optimizations improve the efficiency
of MPDATA simulations radically, reducing both the execu-
tion time and energy consumption. For the considered sizes
of MPDATA domains, these improvements are in the range
of 10.39-10.94 and 8.27-8.76 for performance and energy con-
sumption, respectively.

Then, we discover the impact of SIMD vectorization on
the energy consumption and performance, as well as how
enabling vectorization affects clock frequencies of CPUs
and their power requirements. As shown in this study, the
Intel AVX-512 extension gives us a strong possibility to
improve not only performance but also energy consumption
of the MPDATA application. In particular, the conducted
tests reveal that enabling vectorization can lead to a reduc-
tion in energy, even when the memory performance con-
straints limit the performance of a parallel code.

Going forward, we investigate the usability of CPU fre-
quency scaling as a tool for balancing energy savings with
admissible performance losses. It is discovered that for the
most-optimized version of MPDATA, reducing the fre-
quency does not permit any improvements neither in perfor-
mance nor energy. Finally, we carefully evaluate RAPL
measurements against the Yokogawa WT310. These two
approaches match each other for short-time simulations, but
in the case of long-time simulation, we reveal high inconsis-
tencies resulting from overflowing 32-bit MSR registers that
collect measurements performed with RAPL. However,
these inconsistencies may be successfully overcome by
developing the aggregatedmethod for RAPLmeasurements.

Our further works include an extension of the experi-
mental comparison proposed in this paper over a wide
range of current and emerging architectures, as well as
across other applications. In particular, we are planning to
explore the newest Cascade Lake Intel Xeon processors and
the new generation of AMD Rome EPYC processors.
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